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ABSTRACT 

The Human ear is a new technology of biometrics which is not yet used in a real context or in 

commercial applications. For this purpose of biometric system, we present an improvement for ear 

recognition methods that use Elliptical Local Binary Pattern operator as a robust descriptor for 

characterizing the fine details of the two dimensional ear imaging. The improvements are focused 

on features extractions and dimensionalities reductions steps. The realized system is mainly 

appropriate for identification mode; it starts by decomposing the normalized ear image into several 

blocks with different resolutions. Next, the local textural descriptor is applied on each decomposed 

block. A problem of information redundancies is appeared due to the important size of the 

concatenated histograms of all blocks, which has been resolved by reducing of the histogram’s 

dimensionalities and by selecting the pertinent information using Haar Wavelets. Finally, the 

system is evaluated on the IIT Delhi Database containing two dimensional ear images and we 

have obtained a success rate about 97% for 493 images from 125 persons and about 96% for 793 

images from 221 persons.  

Keywords: Biometrics, Ear Recognition, LBP, ELBP, Wavelets. 

Mathematics Subject Classification: 74E25, 68T10, 30F45 

Computing Classification System: G.4 

1. INTRODUCTION 

Biometric systems have an important role in the information and public security domains. They 

provide an automatic identification or verification of the identity based on the analysis of physical or 

behavioral modalities of the human body. Several modalities have been used for recognizing the 

human identity, we can cite face [1], fingerprint [2], voice [3], iris [4], brain [5], palmprint [6], computer 

keyboards [7], or gait [8]. In the last few years, the use of the human ear in forensics and in biometric 

applications has become a quite interesting way; it is considered as a new class of biometrics which is 

not yet used in a real context or in commercial applications. The human ear is characterized by a rich 

and stable structure which provides important information to differentiate and recognize peoples; we 

can visualize 10 features and 37 sub-features from two dimensional ear imaging. The terminology of 

the human ear is presented in Fig.1; this terminology is made up of standard features. It includes an 
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outer rim (helix) and ridges (antihelix) parallel to the helix, the concha (hollow part of ear), the lobe 

and the tragus [9, 10, 11]. The human ear has several advantages compared with others modalities; it 

has a rich structure, smaller object (small resolution), modality stable over the time, modality accepted 

by people, not affected by changes in age, facial expression, position and rotation, the acquisition of 

the ear imaging can be affected without participation of the subject and can be captured from distance 

[9, 12]. 

Figure 1. The terminology of the Human Ear [9, 10, 11]. 

An ear recognition system can be divided into three main steps: ear normalization, feature extraction 

and classification. In the normalization step, the ear image must be normalized to standard size and 

standard direction according to the long axis of the outer ear contour. The long axis was defined as 

the line crossing through the two points which have the longest distance on the ear contour. After 

normalization, the long axes of different ear images were normalized to the same length and the same 

direction (fig.2) [13, 14]. In feature extraction, we can recapitalize the existing methods in two principal 

classes, geometric and global classes. In geometric approaches, the ear analysis is given by an 

individual description of its parts and their relationships, like measure of distances, angles, or the 

triangulation between the closed edge resulting from the helix shape and the ear’s lobule [15], Crus of 

Helix and the Lobe [15], or the Vornoi diagram of the ear triangulation [16]. However, the methods of 

this approach are not effective in the unconstrained cases, i.e., situation where occlusion, lighting or 

noise are uncontrolled. Recently, the scientists concentrate on global approaches, which are 

considered as robust approaches in the unconstrained cases compared to geometric approaches. 

Global approaches are based on pixel information; all pixels of the normalized ear image are treated 

as a single vector; the vector’s size is the total number of the pixels. Principal Component Analysis 

(PCA) [17], Color Spaces fusion [18], 2D Gabor Filter [19], or Curvelet transformation [20] are the 

most popular methods used to change the space of representation, to change the data 

representation, to reduce the dimensionalities or to select only the useful information. 
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However, the major disadvantage of the original LBP operator resides in the size of the descriptor, a 

mask of 3×3 pixels cannot capture the structures of large scales which can considered as a 

dominants structures in the image [24]. Recently, the size of the operator has been extended by using 

a mask with different large sizes. Fig.4.a, Fig.4.b, and Fig.4.c show three examples of the extended 

LBP. 

                                                        LBP (8,1)                                 LBP (8,2)                                LBP (8,3) 

Figure 4. Neighborhood set for different (P,R). (a) The basic LBP operator (P,R)=(8,1) (b) LBP with 

circular neighborhood (8,2). (c) LBP with circular neighborhood (8,3). 

A new model of the extended operators of LBP called: Elliptical Local Binary Patterns (ELBP) [25, 26] 

which presents significant improvements for encoding the micro features (the fine details) of the 

image compared with LBP. In ELBP, at each pixel gc(xc,yc), we consider its surrounding pixels that lie 

on an  ellipse (see Fig.5) with (xc,yc) is the center. ELBP of (xc,yc) with P neighboring pixels at (R1, 

R2) distances is computed as: 

-���������.�	
� �
� ������������.��
�����
�

���
�/�

��	��0 1(�' ������ ��!����2
In details, the coordinates of the ith neighboring pixel of (xc,yc) are calculated using the formulas: 

! �3�4�(�5 � � 6 78��9�
	� �  	
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Fig.6 shows the results of LBP and ELBP applications using different masks. However, the extended 

versions of LBP operators and the Elliptical LBPs present good results by capturing the local patterns 

and the micro features of the image but they are not performed for capturing the global characteristics 

which can be considered as dominants structures in the image. 
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Table.1 shows clearly that ELBP presents very good results with IIT Delhi database 1 and 2, which 

indicates that this descriptor has important effectiveness against the variations in different factors like 

occlusion, lighting, rotation, and noise. 

The comparison results from Table1 show that our ELBP (8,3,2) + DWT method outperforms other 

state of the art systems using the same distribution. These results also reveal that ELBP (8,3,2), in 

normalized ear modality, is more robust than LBP in the extraction of the fine details (micro features).  

Another conclusion we can make from the Table.1 is that ELBP + DWT is much better than ELBP 

PCA; the association of the DWT as a robust technique in the dimensionalities reduction is very 

interesting to improve the performances of the realized approach.   

5. CONCLUSION 

In this work, we have successfully developed a simple approach for ear texture discrimination; this 

approach is primary based on Elliptical Local Binary Patterns. Each normalized ear image is 

decomposed on multi-blocks with different resolutions, and the textural descriptor ELBP will be 

applied on each decomposed block. Next, the extracted histograms from each block will be 

concatenated in one global histogram. Finally, DWT Wavelets is applied on each global histogram to 

reduce the dimensionalities and to extract the useful information. The experimental results applied on 

IIT Delhi database 1 and 2 have showed that the feature extraction approach based on ELBP and 

DWT has given a very significant improvement at the recognition rate, false alarm rate and a good 

effectiveness against several external factors like noise, illumination, and rotation. 
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