
People’s Democratic Republic of Algeria

Ministry of Higher Education and Scientific Research

University of Akli Mohand Oulhadj, Bouira
Faculty of Sciences and Applied Sciences

Department of Computer Science

Thesis Submitted in Partial Fulfillment

of the Requirement for theMaster Degree
in Computer Science

Speciality: Information System and Software Engineering

Automatic text summarization for crisis management:

Coronavirus(COVID-19) case

Supervised by submitted by

• AID Aicha • KARBOUA Sabrina

In front of the jury composed of

• MME. CHOUIREF Zahira PROFESSOR, UAMOB PRESIDENT

• MME.MAHFOUD Zohra PROFESSOR, UAMOB EXAMINER

• M. BAL Kamal PROFESSOR, UAMOB EXAMINER

• MME. AID Aicha PROFESSOR, UAMOB SUPERVISOR

2019/2020



Acknowledgments

This work would never see the light on this day without the support of many people.

First and foremost, I thank Allah for guidingme all the time. My life is so blessed because

of his majesty.

I would like also to take this opportunity to express my gratitude to my respected su-

pervisor Dr. Aid Aicha, Associate professor, Department of Computer Science , University

of Bouira, for giving me the opportunity to work with her, I am thankful for her generous

amount of guidance, support and care provided through the process of conducting this re-

search. I am indebted to her for her valuable help, patience in every step of this work, she

was and she will always be a source of inspiration andmotivation for me.

Special thanks to themembers of the committee for generously offering their time, guid-

ance and good will throughout the preparation and review of this document.

I would not be where I am today without the tremendous amount of encouragement,

support, pray, and love frommy parents, sisters and my brother.

I would also like to thank my other amazing friends who, in one way or another, have

helped me and was always there when I most needed it.



Dedication

I dedicate this work to my parents, sisters, andmy brother, their unconditional love and

support has made this work possible.

Sabrina Karboua



Abstract

In response to COVID-19 pandemic, plenty of scientific publications have been pub-

lished to help the medical community to find answers to their important questions about

the virus. The effort made by doctors, researchers and policy makers to shed light on the

new virus is very important, but the huge number of these data implied a difficulty for in-

formation retrieval andmade theprocess of gathering themost important information that

the user looks for less valuable. Fortunately, Automatic Text Summarization is one of these

solutions that can save the user’s time and provide quickly what he is seeking for.

The objective of this thesis is to help the medical community by creating a simple and

effective extractive query-based multi-document summarization system that from a large

number of articles, extract themost relevant information corresponding to a specific query.

To achieve this work, the proposed solution is based on dividing the query based multi-

document summarization process into two steps, the first step is single extractive query-

document summarization, which depends on the use of semantic machine learning al-

gorithm that uses a knowledge repository WordNet combined with information retrieval

method BM25 OKAPI to generate a summary for each document, the set of the resulted

summaries will be used in the second step which is an extractive generic multi-document

summarization to create one single global summary using TextRank algorithm.

keywords: Crisis, COVID-19, automatic text summarization, information retrieval, data

mining, natural language processing, semantic similarity,Text-Rank, BM25 OKAPI.



Résumé

En réponse à la pandémie de laCOVID-19, de nombreuses publications scientifiques ont

été publiées pour aider la communauté médicale à trouver des réponses à leurs questions

importantes sur le virus. L’effort fait par les médecins, les chercheurs et les décideurs poli-

tiques pour faire la lumière sur le nouveau virus est très important, mais le grand nombre

de ces données impliquait une difficulté pour la récupération des informations et rendait

le processus de collecte des informations les plus importantes que l’utilisateur recherche

moins de valeur. Heureusement, le résumé automatique de texte est l’une de ces solutions

qui peut faire gagner du temps à l’utilisateur et fournir rapidement ce qu’il recherche.

L’objectif de cette thèse est d’aider la communauté médicale en créant un système de

résumé multi-document simple et efficace, basé sur des requêtes, permettant d’extraire à

partir d’un grand nombre d’articles les informations les plus pertinentes correspondant à

une requête spécifique.

Pour réaliser ce travail, la solution proposée est basée sur la division du processus de

résumémulti-documents basé sur des requêtes en deux étapes, la première étape est le ré-

sumé extractif mono-document orienté guidé par une requête qui dépend de l’utilisation

d’un algorithmed’apprentissage automatique sémantique qui utilise un référentiel de con-

naissances WordNet combiné avec la méthode d’extraction d’informations BM25 OKAPI

pour générer un résumé pour chaque document. L’ensemble des résumés résultants sera

utilisé dans la deuxième étape qui est un résumé multi-document générique et extractif

pour créer un résumé global unique à l’aide de l’algorithme TextRank.

Mots clés: Crise, COVID-19, résumé automatique de texte, recherche d’informations,

datamining, traitementdu langagenaturel, similarité simantique,Text-Rank, BM25OKAPI.
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Introduction

On March 11, 2020, the World Health Organization declared COVID-19 as a pandemic

pointing to over 118.00 cases of Coronavirus illness in over 110 countries around the world

due to high rate spreads of the virus throughout the world.

With the ongoing outbreak of this virus, and in response to COVID-19, a lot of scientific

literature and articles have been published, and rapidly increased at a rate of thousand per

week to helpmedical researcher, doctors, clinicians, and policymakers to tackle the health

emergency, better understand, mitigate and suppress its spread, developing vaccines and

treatment. The challenge, however is that the growing number of papers with over 50.000

scientific publications makes extremely difficult and nearly impossible to go through this

tremendous data and get useful insight about the new COVID-19 and gather as much in-

formation they are looking for as possible without making effort to read long documents,

which in nowadays known as information overloaded problem, where the person faces

problems in understanding ormaking decisions when faced with excessive amounts of in-

formation. Therefore, it’s important to identify situational information and take benefits

from them to combat this virus.

Creatinga simple yet effective scientific retrieval systemthat takes theuser’s query(question

in natural language) and analyzes a very large corpus of scientific papers to provide reliable

information to the COVID-19 related questions is crucial in the current time-critical race

to find cure for the virus. One of these solutions that works to address the problem pre-

sented above and can help enormously in providing useful information to their day to day

questions is Automatic Text Summarization.

1



Introduction

Automatic Documents Summarization(ADS) is defined as the process of creating a sum-

mary that briefly presents the important and relevant information existing within the orig-

inal document(s). A summary can be generated from a single document or multiple doc-

uments. Summary can also be generic summary or tailored to present the user’s specific

query,whichknownasquery-specific summary, it canalsobeextractiveor abstractive sum-

mary; for extractive summary, the most important sentences are selected from the doc-

ument source without any modification, the abstractive summary consists on producing

new sentences. In this thesis, we are interested in proposing an extractive query-based

multi-document summarization system because it takes into consideration the user’s re-

quest.

The main objective of our work is to propose an effective method for creating query-

basedmulti-document summarization system that produces fromoneormore documents

a summary that contains the most important information relevant to the user’s request.

This system is based onCOVID-19 open research dataset(CORD-19) proposed by KAGGLE,

which is a resource of over 50.000 articles and will use Natural Language Processing, infor-

mation retrieval and extractionmethods, which are two fields that have focused onmining

and analysis of large amounts of data and extraction of high quality information relevant

to user’s information needs.

The proposed query based multi-document summarization system basically works in

two steps, extractive query-based single-document summarization and extractive generic

multi-document summarization. In the first step, and for each document, the similarity

score is calculated between the query and the sentences within the document using two

algorithms, the first one is a semantic similarity algorithm that uses a knowledge reposi-

tory named WordNet constructed by humans to enhance the machine understanding of

human language andmeasure the semantic similarity between sentences, improved an in-

formation retrieval framework called BM25 OKAPI, the summaries results from this step

will be used as input to the next step which will use the TextRank algorithm to generate a

global summary.

2



Introduction

The structure of the thesis

The structure of this thesis can be segmented into four chapters:

0. Chapter 1: presents the definition of crisismanagement as well as their steps to con-

front the crisis, then explains the role of information and communication technology

during the crisis.

0. Chapter 2: presents the background and the basic concepts of Automatic Text Sum-

marization, definition and its characteristics and the role behind using it. After that,

it details its various type andfinally explains themethods used to create an automatic

text summarization.

0. Chapter 3: presents some related works and the dataset used, explains the approach

used to achieve this work and detailed the proposed solution.

0. Chapter 4: in this chapter, the programming language and development environ-

ment is presented, the evaluation of the system is analyzed and discussed and finally

the application web Django is displayed.

Finally, a general conclusion of this work is provided, and some perspectives that may

perform our system will be addressed.

3



Chapter 1
Crisis management

1.1 Introduction

Crisis is a sudden adverse or unfortunate extreme event which causes great damage to

human beings as well as plants, animals and infrastructure. Disasters occur rapidly, in-

stantaneously and indiscriminately. These extreme events require to elaborate a strategy

for rapid crisis response.

During crisis management, a massive amount of information are gathered and a lot of

reports are generated. The ability to decipher through such amassive amount of data to ex-

tract useful information is a significant undertaking and requires an automaticmechanism

like text summarization in order to provide a useful insight into time-critical situations to

act on emergency responses in a timely manner.

This chapter is organized like that: first we define what does mean a crisis, describe

the crisis management and its different phases. Then, we present the context of situation

awareness in crisis management and give a brief overview of the role of information and

communication technology for disaster management.

1.2 Definition of Crisis

In general, a crisis (or an emergency situation) is a sudden and unforeseen event that

threatens the safety of a population, property or the environment and requires immediate

interventions[1].
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Crisis is also defined as: "a complex and dynamic phenomenon, which constitutes a

threat to the survival of an organization and its members, which leaves little time to react,

and which leads to an adjustment of the system". This definition is associated with crisis

that threaten the survival of a company. In the case of crisis that threaten life of people, the

following definition is associated: a humanitarian crisis is "any situation where there is an

exceptional and large-scale threat to the life, health or basic subsistence of individuals and

a community"[2].

Another definition states that "a crisis is a process which, under the effect of a trigger-

ing event, awakens dysfunctions, this dysfunction generates the moment of rupture de-

termined by chaos, the moment of uncertainties, truncated and contradictory data and

information. This gives rise to impacts that could be human and/or material"[3].

1.3 Crisis management cycle

Crisis management includes all the activities, programs andmeasures that can be taken

before, during and after a disaster in order to avoid a disaster, reduce its impact or recover

from its losses. The key four steps of activities undertaken in the context of disaster risk

management are[4]:

0. Mitigation: pre-disaster actions taken to identify and reduce risks, protect people

and structure, reduce the costs of response and recovery (for example: building dikes,

establishing construction rules, risk mapping, etc).

0. Preparedness: because it is not possible tomitigate completely against every hazard

that poses a risk, preparednessmeasures canhelp to reduce the impact of the remain-

ing hazards and allows emergencymanagers and the public to be able to respond ad-

equately by taking certain actions before an emergency event occurs includes plans

or other preparations made to save lives and facilitate response and recovery opera-

tions (for example: alert systems, training exercises for rescuers, evacuation and res-

cue plans, etc).

0. Response: response begins when an emergency event is imminent or immediately

after an event occurs to reduce human and material losses, response encompasses

all activities taken to save lives and reduce damage from the event and includes: pro-
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viding emergency assistance to victims (rescue operations plan), restoring critical in-

frastructure and ensuring continuity of critical services (law enforcement and public

works).

0. Recovery: the recovery phase includes activities that return the affected geographic

area back to normal state and allow the affected population to return to their normal

social and economic activities.

1.4 The response cycle

Disaster response is one of themost important phases of disastermanagement and aims

to provide immediate life support. In order to improve disaster response, it is important to

increase knowledge on disaster management.

Irrespective of the nature and scale of the crisis and the organizations involved, crisis

response activities can be viewed as consisting of four interrelated phases:

0. Damage evaluation: in this phase, disaster-related losses are identified on both inci-

dent level and regional scales, and their magnitudes are assessed. Severely impacted

areas, disruptions to critical infrastructure, situations where secondary hazards may

develop if initial damage is not mitigated and other problems of high urgency are

identified, and estimates of the time needed to restore disrupted systems are devel-

oped.

0. Needs evaluation: in this phase, incidents requiring some level of response are iden-

tified. For example: building collapseswhere victims are trappedmay require search,

rescue andmedical resources, release of hazardousmaterialsmay require large-scale

evacuation, etc. Operationally, these incidents are assigned a measure of urgency/

priority, typically based on immediate threats to life safety.

0. Prioritization of responsemeasure: in this phase, incidents requiring response are

matched with available resources. If the total demand is greater than the systems

capacity to respond as is invariably the case in large-scale disasters decision-makers

must establish priorities for response.

6



Chapter 1 Crisis management

0. Organizational response: in this phase, emergency resources are deployed and or-

ganizational decisions are disseminated to crisis-workers and thepopulation at large.

Ideally, response activities take place in accordance with pre-disaster planning [5].

1.5 Situational awareness for crisis response

During mass emergencies, affected populations construct an understanding of the sit-

uation based on incomplete information. Often, potential victims, members of formal re-

sponse agencies, and/or concerned outsiders gather available information before they de-

cide what action to take regarding an emergency. This process of gathering information, or

situational assessment, leads to a state of situational awareness (SA).

Situational awareness is a state of knowing what is happening in your immediate envi-

ronment andunderstandingwhat that informationmeans for a particular situation includ-

ing perception of the elements in the environment and how those elements relate to each

other [6].

Several definitions and models of situation awareness have been proposed in the litera-

ture. The most known is the model defined by Endsley (1995).

Endsley model indicates that SA as a complex process of three hierarchically organized

phases:

− Perception of elements in current situation: involves information gathering pro-

cesses that would describe the current state of the components of the geographic

area affected by the crisis.

− Comprehension current situation: involves integration and interpretation of this

set of information collected to produce an understandable view of the current post-

crisis situation.

− Projection of future status: the projection predicts the possible future state of these

same elements that make up the environment in order to support rapid decision-

making [1].
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These three-levels lead to knowing what is happening in a given environment and un-

derstanding what a given informationmeans in a given situation, including the perception

of the elements constituting this environment and how these elements are interconnected.

McGuinness and Foy, extended the SA model proposed by Endsley by adding a fourth

level called resolution. This level provides awareness of the best path to take and the best

actions to take to resolve problems related to an emergency. They claim that perception

is the attempt to answer the question «What are the current facts?»; Understanding asks

«What is really going on?»; The screening asks «What ismost likely to happen if ...?» and the

resolution asks «What exactly do i have to do?»[1].

Figure 1.1: Situational awareness model proposed by Endsley(1995).
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1.6 Information and communication technology for crisis

management

Disaster management involves intensive information and communication activities be-

fore, during and after disasters. The revolutionary potential of ICT lies in their ability to

instantly and continuously facilitate rapid communication and flow of information, capi-

tal, ideas, people and products. Because of this potential, information and communication

technologies (ICT) are usedmore andmore in themanagement ofmajor disasters, with the

aim of transmitting information and helping at the cost of decision. Their use has enabled

the improvement of coordination in critical time, inter and intra-organizational collabora-

tion and plays the crucial role of mediator of situational information between themultiple

actors involved[1]. These technologies are used to:

a) Effectively alert using multiple communication channels.

b) Integrate situational information from heterogeneous sources.

c) Coordinate the various intervention operations.

d) Encourage social, institutional and public interventions.

e) Assess the damage caused by the crisis.

Indeed, information andcommunication technology in the formof Internet, GIS, remote

sensing, satellite-based communication links, can help a great deal in planning and im-

plementation of disaster risk reduction measures. These technologies have been playing

a major role in designing early warning systems, catalyzing the process of preparedness,

handling the situations and mitigating the losses. ICT tools are also being widely used

to build knowledge warehouses using Internet and data warehousing techniques. These

knowledge warehouses can facilitate planning and policy decisions for preparedness, re-

sponse, recovery and mitigation at all levels. Similarly, GIS-based systems improve the

quality of analysis of hazard vulnerability and capacity assessments, guide development

planning and assist planners in the selection ofmitigationmeasures. Communication sys-

tems have become indispensable for providing emergency communication and timely re-

lief and response measures, also with the pervasiveness of social media networks, blogs,
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content-generation tools and photo and video sharing applications, users have become

active entities rather than passive participants.

All of these models and solutions developed to assist situation-awareness in respond-

ing to a crisis demonstrate the importance of the valuable resource, which is situational

information.

This resource is characterized by its heterogeneity, coming from various sources and in

different formats. It may be:

a) Emergency action plans.

b) Continuous situational reports.

c) Damage analysis reports.

d) Geographic data andmaps of the affected area.

e) Informationon the conditionof roads/bridges/airports andother infrastructure such

as electricity, fuel, hospitals, schools, etc.

f) Logistical information on food/water/medicine deliveries.

g) Financial data to manage donations.

h) Satellite images of the affected area after the crisis and other multimedia data like

video.

In addition to the uniqueness of the content, disaster management data also have dif-

ferent temporal/spatial characteristics and can be classified into three categories different

types: spatial data, temporal data, and spatio-temporal data.

The impact of increased situational information has resulted in information overload.

Making sense of the vast amount and types of this information is becoming harder and

harder. This is particularly apparent in the aftermath of disasters, where time is of the

essence, in making key decisions based on best available information at the same time

that the information itself is continually evolving. This can often be a matter of survival
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for those affected by the crisis. To solve this problem, the application of well-studied infor-

mation technologies to this unique domain are required. The data analysis technologies

that are generally used for disaster-related situations are[7]:

− Information Extraction (IE): disastermanagement datamust be extracted from the

heterogeneous sources and stored in a common structured (e.g., relational) format

that allows further processing.

− InformationRetrieval (IR):users shouldbeable to searchand locatedisaster-related

information relevant to their needs, which are expressed using appropriate queries.

It is the task that we are interested in and we will working on.

− Information filtering (IF): as disaster-related data arrives from the data producers

(e.g.,media, local government agencies), it should befiltered anddirected to the right

data consumers. The goal is to avoid information overload.

− Data mining (DM): collected current and historic data must be mined to extract in-

teresting patterns and trends. For instance, classify locations as safe/unsafe.

− Decision Support: analysis of the data assists in decision-making. For instance, sug-

gest an appropriate location as ice distribution center .

1.7 Conclusion

In this chapter, we have presented the basic concepts of crisis and disastermanagement,

as well as their phases (mitigation, preparation, response, and recovery). We also detailed

the response phase and its process. Then we have talked about situation-awareness and

how it can help to carry out relief efforts. We have also explained the role of information

and communication technologies during crisis management.

In the next chapter, we will introduce Automatic Text Summarization (ATS) and its dif-

ferent techniques.
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Chapter 2
Automatic text summarization

2.1 Introduction

Due to great amount of information we are provided with and the huge number of ar-

ticles which are published everyday, investigating and monitoring of all the topics are not

possible in a short time, therefore the need of producing summaries have become more

andmore widespread.

A summary can be defined as a text that is produced from one or more text(s), that con-

tains a significant portion of information in the original text(s). Text summarization is the

process of extraction themost important information fromasource toproduceanabridged

version for a particular user and task. When this is done bymeans of computer i.e automat-

ically, we call this Automatic Text Summarization.

2.2 Definition of text summarization

The literature provides various definitions of text summarization:

DEFINITION 1.1: According to Radev et al, «a summary is a text produced from one or

more texts, which contains important and significant information in the original text(s),

and this does not represent more than half of the original text(s) and generally less than

that»[8].
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DEFINITION1.2: Radev et al add that : Text Summarization (TS) is the process of identi-

fying salient concepts in text narrative, conceptualizing the relationships that exist among

them and generating concise representations of the input text that preserve the gist of its

content [9].

According to Horacio Saggion and Guy Lapalme , in terms of function, a summary is:

DEFINITION1.3: acondensedversionof a sourcedocumenthavinga recognizable genre

and a very specific purpose: to give the reader an exact and concise idea of the contents of

the source[9].

2.3 Characteristics of a summary

A summary must have some characteristics: conciseness, coverage, fidelity, cohesion

and consistency. We expose these characteristics as they were defined in[10]:

− Conciseness: it’s related to the reduction rate which is the ratio between the length

of the source text and length of the summary. In general, the reduction rate is propor-

tional to the restrictive nature of criteria used to generate the summary. For example,

an indicative summaryproduce fairly short summary that includes just themain idea

of the text. However, an informative summary contains more details about the sub-

ject and will in most cases lead to longer summaries.

− Loyalty: it is also an important criteria for characterizing a summary. It represents

the relationship of objective similarity between the summary and the source text. It is

a sort ofmeasure of the overall quality of the summary. The notion of fidelity includes

coverage as a component. As a general rule, a summary with correct coverage will be

fairly faithful to the source text.

− Coverage: is a kindof ratio between thenumber of themesor elements present in the

source text and those present in the summary. The nature of the elements depends

on the type of summary considered: for an indicative summary, only the themes ad-

dressed will be retained. In the case of an informative summary, coverage is more

difficult to determine.
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− Cohesion and consistency: The last two criteria defining a summary are closely

linked to the notion of text itself. Cohesion can be seen as the result of the application

ofmechanisms aimed atmaintaining a referential and argumentative(use of connec-

tors) unity. Coherence, on the other hand, derives more from the correct application

of rhetorical.

2.4 The need for automatic summarization

With the huge amount of information generated every day in form of web pages, arti-

cles, etc. It is difficult to find the information desired by themanuals ways. The purpose of

automatic text summarization is to extract the main points from the original text without

having to read the entire document while selecting the most salient sentences, minimize

information redundancy and make the summary readable and understandable, which al-

lows [9]:

− Summaries reduce reading time.

− When researching documents, summaries make the selection process easier.

− Automatic summarization improves the effectiveness of indexing.

− Automatic summarization algorithms are less biased than human summarizers.

− Personalized summaries are useful in question-answering systems as they provide

personalized information.

2.5 Steps of automatic text summarization

There are threemain steps to summarize a document: identification, interpretation and

generation of summary[11].

− Identification: in this step the most important informations in the text are identi-

fied. There are different techniques for identifying subjects, methods based on the

position of sentences are the most useful methods for identifying subjects.
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− Interpretation: the important informations that are identified in the first step are

combinedmore cohesively. During this step, somemodifications of the original sen-

tences may prove necessary.

− Generation: the result of the second step is a summary which may not be consis-

tent to the reader. Consequently, the aim of this step is to reformulate the extracted

summary into a new coherent and understandable text .

2.6 Concept of salient sentences and scoring sentence

A principal concern in extractive document summarization is the selection of the most

important content that can represents a document for inclusion in summary output, those

sentences are known as salient sentences. The focus of these research areas are addressed

by the following question: how can a systemdeterminewhich sentences are representative

of the content of a given text? In general, three approaches are followed: (i) Word scor-

ing – assigning scores to the most important words; and (ii) Sentence scoring – verifying

sentences features such as its position in the document, similarity to the title, etc.; and

(iii) Graph scoring – analyzing the relationship between sentences. Based on those sen-

tences, we can evaluate the pertinence of a summary. To do that, different ranking algo-

rithms have been used to decide which sentences are more important and tend to be se-

lected as summary sentences by assigning a pertinence score for each sentence. The score

for each sentence is simply the linear combination of the weights given for each feature.

The highest scoring sentences are selected as candidates to be part of the summary in the

last stage. The following section presents themainmethods in each of the aforementioned

approaches:[12].

1- Word scoring: The initial methods in sentence scoring were based on words. Each

word receives a score and the weight of each sentence is the sum of all scores of its con-

stituent words. The approaches in the literature are: word frequency, TF/IDF, upper case,

proper noun, word co-occurrence and lexical similarity

2- Sentence scoring: This approach analyzes the features of the sentence itself and was

used for the first time in 1968 (Edmundson, 1969) analyzing he presence of cue words in
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sentences. The main approaches that follow this idea are: cue-phrases, sentence inclu-

sion of numerical data, sentence length, sentence position, sentence centrality, Sentence

resemblance to the title.

3- Graph scoring: In graph-based methods the score is generated by the relationship

among the sentences. When a sentence refers to another it generates a link with an associ-

ated weight between them. The weights are used to generate the score of sentence using:

text rank, Bushy path of the node and Aggregate similarity,

2.7 Various types of summaries

Automatic summaries and their methods can be categorized according to different cri-

teria. We will quote the most known and used[13]:

2.7.1 Summary based on input

In terms of input, a summary may be based on:

A) single document: early attempts in summarization were mainly based on a single

document summary, inwhich systemsproduceda summary froma single document.

B) Multiple documents: the system generates a summary for a set of documents that

share a similar subject. This type is more difficult than the single document one. In-

deed, the system should remove any redundancies between documents and also rec-

oncile the content into a coherent summary .

2.7.2 Summary based on details

A) Indicative summary: an indicative summary systemgives a global perspective of the

subjects covered by the text, it presents only themost important idea of the text. This

type of summary helps the user to decide onwhether or not to read the document, in-

dicating the themes addressed and developed in the source document, without con-

sidering the details. Summary’s length depends on the compression rate.

B) Informative summary: the informative summary system is considered tobeanabridged

version and covers all aspects of the main text preserving the general organization
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of the source document. Its main objective is to inform the reader about the main

quantitative and qualitative information of the text. The length of the informative

summaries is approximately 20-30% of the original text .

2.7.3 Summary based on output

A) Extractive summary: an extractive summary is generated by selecting the relevant

and important sentences as they appear in the source document and concatenating

themwithout anymodification. It is a simple and robust way to produce a summary.

However, it comewith the risk of producing incoherent text because the selected sen-

tences may not share a semantic relation between them.

B) Abstractive summary: in this type of summary, natural language generation tech-

niques are used. We try to understand the original document by identifying the key

concepts and then produce new sentences that are grammatically correct, concise,

consistent and which should give a result close to a human summary .

C) Hybrid summary:This type of summarymerges between both the extractive and ab-

stractive approaches to generate the output text.

2.7.4 Summary based on content

A) Generic summary: aims to summarize the source text without noticing its domain

and context.

B) Query-based summary: the summary is generated by selecting a sentence which

corresponds to the user’s query. Sentences that are relevant to the query receive a

higher chance of being retrieved for the final summary. Query-based summary sys-

tems, however, do not provide overall view of document’s concepts because they fo-

cus on the user’s query.

C) Domain specific summary: it provides a summary according to the specific domain,

for example: summarizing news articles, webpages andbiomedical documents. This

type of summary requires domain-specific knowledge to select sentences for sum-

maries.
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2.7.5 Summary based on language

A) Mono-lingual summary: the source document and the summary are written in the

same language.

B) Multi-lingual summary: the system can process multiple languages, and produce

summaries in the same language as the the source document.

C) Cross-lingual summary: the language of source document and the summary must

be different .

Figure 2.1: Text summarization classification
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2.8 Update summarization

With the ever increasing popularity of news search engines, displaying the information

in a more practical and pleasant way is becoming a challenging and important issue. One

possible solution is to summarize multiple news so as to propose only one short text.

This is, intuitively, a reasonable solution though producing summaries from large col-

lection of documents is a very complicated task. However, as the number of documents

increases, facts that are considered as important and have to appear in the summary also

becomemore numerous. In this case, a choice must then bemade to drop important facts

in order to satisfy size constraints. One way to tackle this problem is to remove facts that

the user is already aware of. This variant of text summarization is called update summa-

rization. More formally, update summarization is the task of producing summaries while

minimizing redundancy with previously read documents. Indeed, segments have to be se-

lected according to their salience but also to their ability to capture novelty.

The most intuitive way to go about update summarization would be to be identify tem-

poral references within documents(dates, elapsed times, temporal expressions, etc.) and

to construct a time-line of the events. It is a complex task as temporal references depend

on surrounding elements in the discourse but also require an understanding of the onto-

logical and logical foundations of temporal reference construction. Assuming the time-line

is constructed, update summaries could be produced by assembling sentences containing

the most recent events[14].

2.9 Text summarizationmethods

The four main approaches for summarization are the statistical, the graph-based, ma-

chine learning and swarm intelligence approaches.

− Statistical based Approaches: were the first introduced in ATS. These techniques

are independent of any language,then it can summarize text in any language. They

concentrate on statistics got from non-linguistic features of the document,like term

frequency, position and length, cue phrases, title words, resemblance of sentence to

the title, and sentence position. A statistical approach does not require any training
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dataset and doesn’t needmuch language dependent tools; just some basic NLP tasks

such as sentence segmentation, tokenizaion, stop word elimination, and stemming.

Mostly, it is easy to be implemented and does not need a lot of processing power. So,

for each sentence in the document, a score is computed and highly scored sentences

are chosen for generating the summary, mostly these features are combined together

in hope to increase sentence relevance[15].

− Machine learning based approaches: learn from the data. They can be supervised,

unsupervised or semi-supervised. In supervised approach, there is a collection of

documents and their respective human-generated summaries such that useful fea-

tures of sentences can be learnt from them. Supervised or trainable summarizers

classify each sentenceof the test document either into «summary»or «non-summary»

class with the help of a training set of documents. Large amount of labeled or an-

notated data is needed for learning purpose. Support Vector machine (SVM), Naïve

Bayes classification,Mathematical Regression, Decision trees, Neural networks (Mul-

tilayer Perceptron), are some of the supervised learning algorithms. On the other

hand, unsupervised systemsdonot require any trainingdata. They generate the sum-

maryby accessingonly the target documents. They try todiscoverhidden structure in

the unlabeled data. Thus, they are suitable for any newly observed data without any

advancedmodifications. Such systems apply heuristic rules to extract highly relevant

sentences and generate a summary. Semi-supervised learning techniques require la-

beled and unlabeled data both to generate an appropriate function or classifier[16].

− Semantic based approaches: semantic approaches mainly focus on the semantic

analysis and correlations among sentences. They identify the relationship between

words and sentences by use of thesaurus, ontologies, part of speech tagging, gram-

matical analysis and selectionofmeaningful sentences to generate summary. Various

techniques like lexical chain, cluster andgraph-basedmethodshavebeingdeveloped

in this approach. Semantic-based methods are useful since they consider the mean-

ing of each sentence and word that make a coherent and meaningful summary but

using these techniques are time-consuming and require more efforts than the other

techniques[11]. In the following paragraph, graph based method will be explained

because it will be used in our proposed solution.

20



Chapter 2 Automatic text summarization

Graph basedmethod: In the field of natural language processing, graphs are used

to display the structure of the text and the connection between sentences. Sentences

are represented as a node, and the relation between sentences are depicted by edges.

The graph-based text summarization method is a technique to extract a significant,

appropriate, and informative text in a compressed version. In order to use this tech-

nique, a pre-processingphase should bedoneon the input text to remove stopwords,

tokenize the sentences, and so on. Then sentences are ranked to identify the impor-

tant sentences. Afterward, the relation between sentences is computed to recognize

the relevant sentences. At the end, sentences are extracted for the summary based on

the ranked and relevant sentences [17].

− Swarm intelligence approaches: in a computational context, a swarm is a group of

simple agents that have a collective behavior to perform a complex task by acting

as a community.Swarm Intelligence algorithms have recently sprung up as a family

of nature-inspired, population methods that are capable of producing low cost, fast,

and robust solutions to several complex problems.They can, therefore, be defined

as a relatively novel branch of Artificial Intelligence (AI) that is employed to model

the collective behaving of societal swarms in nature, for example the social behav-

ior of ants, termites, bees, and other social beings have motivated researchers to dis-

cover their lifestyle, theynoticed that they aremoderately innocentwith restricted ca-

pacities on their own, they are interacting together with certain behavioral patterns

to cooperatively accomplish tasks necessary for their survival. The social connec-

tions among swarm individuals can be either direct or indirect Some swarm-based

algorithms such as particle swarmoptimization, cuckoooptimization algorithm, and

bacterial foraging optimization have been introduced in text summarization [18].
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Approach Method Advantages Disadvantages

- Cue phrase - Don’t consider the

- Title words meaning of word

Statistical - Sentence location - Simple to perform on the text.

- Word frequency - Duplication in summary

sentences.

- Naive bases method - Comprehensive - Depend on the training

machine learning - Artificial neural summary is produced. dataset.

network. - Complexity in computa-

- Fuzzy logic tion

- Lexical chain -Reduce redundancy in - Limit each sentence to be

semantic based - Clustering multi-documents put only in one cluster

- Graph based method summarization.

- Particle swarm - Better performance - Complexity in

Swarm optimization. compared with other. computation.

intelligence - Cuckoo optimization method

algorithm.

- Bacterial foraging

optimization method.

Table 2.1: Comparison between different Automatic Text Summarization approaches that

exist according to their advantages and disadvantages.

2.10 Evaluation techniques of text summarization

Evaluation methods can be classified into two types: intrinsic and extrinsic method:

2.10.1 Intrinsic evaluation

Its purpose is to evaluate the performance of automated summary content by compar-

ing it with an ideal summary,it have assessedmainly the coherence and informativeness of

summaries. There are twometrics for the intrinsic metric.

Firstmeasure involvesquality evaluation, which tries to verify that the summary is syntac-

tically correct, has no grammatical errors, logically articulated, has structural consistency
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and does not contain redundant information.

Second measure is content evaluation which are divided into two groups: co-selection

measure and content-basedmetric [19].

The co-selectionmeasure can count as amatch only exactly the same sentences. This ig-

nores the fact that two sentences can contain the same information even if they are written

differently. Furthermore, summaries written by two different annotators do not in general

share identical sentences. It consists of a precision, recall, and F-measure.

− Precision: it reflects how relevant the selected data is. It is computed by the intersec-

tionof summarizedextracted, and ideal sentences, dividedbyall extracted sentences.

− Recall: is computedby the intersectionbetween the relevant and retrieved sentences,

divided by all the relevant sentences.

− F-measure: is an average of precision and recall criteria, and determines the score of

the final set of the selected sentences in a produced summary.

On the other hand,Whereas co-selection measures cannot do this, content-based simi-

larity measures can. The most used content-based metrics are listed as follow:

− Cosine similarity: itmeasures the angle between two vectors that represent the sen-

tences. Assuming that X and Y are the automatic text summary and the reference

summary respectively.

− Rouge (Recall-Oriented Understudy for Gisting Evaluation): evaluate the qual-

ity of the summary by comparing it with a human-generated summary; it counts the

number of units in common between a particular summary and a collection of ref-

erence summaries established manually to obtain more precise measures of quality

summaries.

2.10.2 Extrinsic evaluation

The extrinsic evaluation metric is known as task-oriented (task-based) metrics. These

metrics do not analyze sentences in the summary. They try to measure the prospect of
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using summaries for a certain task. Various approaches to task-based summarization eval-

uation can be found in literature. question-answering, classifying texts and information

retrieval are examples of the extrinsic method. Their objective is to evaluate a summary

performance based on a special task [19].

Figure 2.2: Evaluation techniques of Automatic Text Summarization

2.11 Conclusion

In this chapter, we have explained what does mean an automatic text summarization

and what are its characteristics, we have given an overview about different classifications

for a summary based on their input, output, content, purpose and language. We have also

talked about the update summarization and the concept of salient sentences, then a vari-

ous techniques like statistical, machine learning, semantic-based and swarm intelligence

based methods were described. Finally, some evaluation method were introduced, which

could be used to examine and compare the results of different approaches.
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3.1 Introduction

The ongoing of COVID-19 pandemic involved a rapid increase in the volume of corona

virus literature. The large amount of this data makes it difficult for members of medical

community to find what they need, yet before we can take benefits from these massive

amount of data, we often have to face a challenge of how to grab the essential information

and knowledges quickly. Thus, creating a datamining tool that can analyze a very large cor-

pus of scientific papers and return a specific text contains answers to open questions that

may help the medical community to combat this pandemic is very essential. Fortunately,

automatic querybasedmulti-documents summarization canbeoneof those solutions that

can resolve this problem.

Query-focusedmulti-document summarization (QFMDS)methods have beenproposed

as one such technique that organizes and presents information to users in an effective way.

The goal of query-focused multi document summarization is to create a short summary

from a set of documents that answers a specific query.

This chapter cites some related works and presents our problem. Then, describes briefly

the dataset used. After that, the proposed solution to resolve this problem is presented in

detail by explaining themain approaches used, and dive deeper into the system’s architec-

ture on a conceptual level. Finally its implementation will be covered.
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3.2 COVID-19 crisis

TheCOVID-19pandemic, also knownas theCoronavirus pandemic, is anongoing global

pandemic caused by newly discovered Coronavirus (severe acute respiratory syndrome )

and spreads primarily through droplets of saliva or discharge from the nose when an in-

fected person coughs or sneezes.

This pandemic is the defining global health crisis of our time and the greatest challenge

we have faced sinceWorldWar Two. The virus has spread to every continent except Antarc-

tica. Since 31 December 2019 and as of 08 July 2020, 11 801 805 cases of COVID-19 have

been reported, including 543 902 deaths [20].

Most people infected with the COVID-19 virus will experiencemild tomoderate respira-

tory illness and recover without requiring special treatment. Older people, and those with

underlyingmedical problems like cardiovascular disease, diabetes, chronic respiratory dis-

ease and cancer aremore likely to develop serious illness. Most common symptoms of this

pandemic are fever, dry cough, tiredness. Less common symptoms are: aches and pains,

sore throat, diarrhea, conjunctivitis, headache, loss of taste or smell, a rash on skin, or dis-

coloration of fingers or toes and Serious symptoms are difficulty breathing or shortness of

breath, chest pain or pressure, loss of speech or movement. On average symptoms takes 5

to 6 days from when someone is infected with the virus to show, however it can take up to

14 days [21].
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Figure 3.1: COVID-19 disease caused by SARS-CoV-2 virus

COVID-19 is consideredmuchmore thanahealth crisis, it’s also anunprecedented socio-

economic crisis, by stressing every one of the countries it touches, it has the potential to

create devastating social, economic and political effects that will leave deep scars [22], this

is why every country needs to act immediately to prepare, respond and recover this crisis.

In response to this pandemic, a lot of scholarly articles have been published recently

and made freely available. In the first 100 days of 2020, over 5,000 research articles were

published related to SARS-CoV-2 or COVID-19, together with articles about similar viruses

researched before 2020, the body of research exceeds 50,000 articles. This results in a con-

siderable burden for those seeking information about various facets of the virus and find-

ing answers to various questions regarding COVID-19, including researchers, clinicians,

and policy-makers. Thus, developing text and data mining tools that can help the medical

community develop answers to the COVID-19 related questions from the latest academic
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resources is crucial, especially for the medical community in the current time-critical race

to treat patients and to find a cure for the virus.

3.3 Examples of Automatic Summarizers

Here some of the most common academic summarization systems are presented with a

brief description about each one. The table below presents a summary of the main public

automatic summarizers and highlights their features.

System Description

MEAD - Multi document multi lingual system.

Open Text Summarizer - Multi document – Multi lingual system.

QCS - Query, Cluster and Summarize Multi-document.

FastSum - Query-Based Multi-Document Summarization.

MultiSum - Query-Based Multi-Document Summarization.

Table 3.1: Examples of automatic text summarization system

3.3.1 MEAD

MEAD is a multi-document extractive summarizer that scores sentences according to

a linear combination of features including centroid, position and first sentence overlap.

These scores are then refined to consider cross-sentence dependencies, chronological or-

der and user supplied parameters. Initially, documents are segmented into clusters with a

distinctive theme covering each cluster. Then, all input documents are represented with

TF-IDF vectors. Other features are also factored in at subsequent stages to help assign a

score to each sentence [23].

3.3.2 Open Text Summarizer

The Open Text Summarizer is an open-source tool that analyzes texts in various lan-

guages and tries to present themost important parts of the text and present them in a sum-

mary. It works by first removing stop words from the text and stemming all terms. Then, a

weight is assigned toeachwordbasedon its frequencyand sentenceswithhighestweighted
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terms are chosen for the summary. It has a downloadable version in addition to an on-line

one. In addition, it ships with several Linux distributions such as Ubuntu and Fedora.

3.3.3 QCS

Given a query, the Query, Cluster and Summarize (QCS) system separates the retrieved

documents into topic clusters and creates a summary for each cluster. LSA is used for doc-

uments retrieval, spherical k-means for clustering and aHMM-basedmodule for extractive

summarization. The system has an on-line demo with limited access to only the DUC col-

lection dataset andMEDLINE documents [24].

3.3.4 FastSum

FastSum is a fast query-basedmulti-document summarizer called based solely onword-

frequency features of clusters, documents and topics. Summary sentences are ranked by a

regression SVM. The summarizer does not use any expensiveNLP techniques such as pars-

ing, taggingofnamesor evenpart of speech information. It only involves sentence splitting,

filtering candidate sentences and computing the word frequencies in the documents of a

cluster, topic description and the topic title [25].

3.3.5 MultiSum

Open-domain query basedmulti-document summarization systemwhich combines ex-

isting techniques in a novel way such as Multi-Layered Architecture, Sentence Ordering

Model, Heuristic Sentence Filtering and paragraph Clustering. The system is capable of

automatically identifying query-related on-line documents and compiling a report from

themost useful sources, whilst presenting the result in such a way as tomake it easy for the

researcher to look up the information in its original context[26].

3.4 Overviewof the problems addressed and theproposed

solution

The core aim of any MDS system is outputting a coherent and relevant summary from

multiple resource of information. The query based MDS systems mentioned above in the
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previous section have used statistical and heuristic metrics to find the most informative

sentences in a document. In our proposed solution, we will use another information re-

trieval ranking model calledOkapi BM25.

Okapi BM25 is a probabilistic information retrieval ranking method that ranks docu-

mentsbasedon relevance scorewhich is theprobability of adocumentbeing relevant to the

input query. The main advantage which makes it popular is its efficiency. The BM25 score

is calculated based on two main components: TF and IDF. However, there are some tech-

niques for document length normalization and satisfying the concavity constraint of the

term frequency. Based on these heuristic techniques, BM25 often achieves better perfor-

mance compared toTF-IDF. Even ifOkapi BM25does a good jobbut it has a one convenient

consists on the fact that finding the most informative sentences in a document rely on the

presenceofwordsquery in thedocument, thus the system is always limited to thewords ex-

plicitlymentionedwithin the text and can’t detect the implicit relationships betweenwords

in a document, with such system, there are high possibility of loss of coherence and ambi-

guity in sentences. Without the ability to find the similarity and relatedness between terms

like "sick" and "ill", the system would treat these terms as two unrelated entities and this

my affect the judgment of their importance in a document.

The ability to detect such implicit relationship between terms in a document and resolve

the problem of machine understanding requires an external knowledge .One of the main

goal of using external repositories is to be able to apply some reasoning on a text document

by measuring semantic distance between units. Semantic distance is a generic measure

used to define how close or distant two units of text are in term of their meanings, the units

can bewords, group of words, sentences or paragraphs. To resolve the problemofmachine

understanding, we propose providing a system with knowledge repositories constructed

by humans, the model proposed doesn’t require training once the required features from

knowledge repositories are constructed and build. Among the closed repositories isWord-

Netwhich has been used to enrich the understanding of text documents for different types

of applications.

Generally, our solution consists on two steps, in the first stepwe try to use the best things

of both approaches and combine them to overcome theweaknesses they have. By combin-
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ing theclassic searchalgorithmBM25with the semantic similarity,webenefit fromstrength

of eachmethod to get themost accurate and relevant results, and in the second stepwewill

use Text-Rank algorithm to generate a single summary.

3.5 WordNet

WordNet is the product of the research project that was conducted at Princeton Uni-

versity to create a model of a native speaker lexical knowledge and store it in a machine-

readabledictionary [27]. It is anon-linedatabase includingnouns, verbs, adjectives andad-

verbs grouped into sets of cognitive synonyms (synsets). Synset represents a specificmean-

ing of a word. It includes the word, its explanation and its synonyms. WordNet words are

usually represented ina specific formatwitheachword taggedwith itsPart-of-Speech(POS).

Four letters are used to represent the four available POS types in WordNet: n for nouns, v

for verbs, a for adjectives and r for adverbs.

Words senses and synsets are connected via a variety of relations. The relations con-

necting words senses are called semantic relation while those connect synsets are Lexical

Relations [27]. For example, nouns have the following semantic relations:

Hyponym/Hypernym (IS-A , HAS A)

Meronym/Holonym (Member-of, Has-member,Part-of, Has-Part)

The latest on-line version of WordNet contains 155,287 words and 117,659 synsets. The

majority of the words are nouns with a count of 117,798. The number of verbs is 11529,

while adjectives and adverbs are 21,479 and 4,481 respectively.

part-of-speech unique string synset Total WordSense pair

Noun 117798 117798 146312

Verb 11529 11529 11529

Adjective 21479 21479 21479

Adverb 4481 3621 5580

Total 155287 155287 155287

Table 3.2: WordNet database Statistics
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3.6 Semantic similarity between sentences

Semantic similarity is an active research area which is increased explosively, it tries to

calculate how close are words, concepts, sentences and documents. Similarity among two

words is ameasure of the likeliness of their meaning, computed based on the properties of

concepts and their relationships in taxonomy or ontology.

Given two sentences, the semantic similarity between two sentences is themeasurement

that determines how similar the meaning of two sentences is. The higher the score, the

more similar the meaning of the two sentences. Several measures have been defined to

quantify the semantic similarity between any two senses [28]:

Path-based Similarity

Return a score denoting how similar two word senses(C1,C2) are, based on length of

the shortest Path connecting (distance between C1 and C2) the senses in the is-a (hyper-

nym/hypnoym) taxonomy. The distance can then be used to find the semantic similarity

between any two synsets C1 and C2 by applying the formula:

si mpath = 1
di st ance(C 1,C 2)

The score is in the range 0 to 1, except in those cases where a path cannot be found, in

this case None is returned.

Leacock Chordorow(LCH) similarity

LeacockChordorowdefines the similaritymeasurewhich is an extended version of Path-

based similarity as it incorporates the depth of the taxonomy. Therefore, it is the negative

log of the shortest path (min-path) between two concepts (synset-1 and synset-2) divided

by twice the total depth of the taxonomy (D). The LCH similarity scores are between 0 and

3.689.

si mlhc =−log mi npath(C 1,C 2)
2∗D
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WUP similarity

Wu and Palmer extend this similarity by incorporating the depth of Least Common Sub-

sumer(LCS). LCS is the most specific concept that two concepts share as ancestor (closest

common ancestor of C1 and C2 from the root node), in this measure, the similarity is twice

the depth of two concepts LCS divided by the sumof the depths of the individual concepts:

si mwup = 2∗depth(lcs(C 1,C 2))
depth(C 1)+depth(C 2)

Figure 3.2: WUP similarity measure

Wu-Palmer similarity calculation gives a similarity score from 0 to 1.

In order to show the difference between the above algorithms that measure the seman-

tic similarity between two text units , we apply these three algorithms to a set of words to

compare their semantic similarity:

After the output of each similarity measures, we can see that the WUP similarity gives

thebest results compared toLCHandpath_similarity, this iswhywewill opt forWUP_similarity

to calculate the semantic similarity in our proposed solution.

3.7 BM25(Best Matching) OKAPI Algorithm

DEFINITION
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(word 1,word 2) (disease,sickness) (disease,cancer) (building,skyscraper) (car,vehicle)

path_sim 0.5 0.25 0.5 0.2

LCH_sim 0.79 0.60 0.79 0.54

WUP_sim 0.95 0.86 0.93 0.8

Table 3.3: Semantic similarity score between words using three different algorithms

In information retrieval, Okapi BM25 stands for "Best Match 25", is a ranking function

used by search engines to estimate the relevance of documents to a given search query.

It is based on the probabilistic retrieval framework developed in the 1970s and 1980s by

Stephen E.Robertson, Karen Spärck Jones and others [29].

More specifically, BM25 is abag-of-words retrieval function that ranks a set of documents

based on the query terms appearing in each document, regardless of their proximitywithin

the document [29].

Given a query Q, containing keywords q1,...,qn, the BM25 score of a document D is:

Scor e(Q,D) =
n∑
i

I DF (qi )
f (qi ,D)∗ (k1+1)

f (qi ,D)+k1∗ (1−b +b ∗ |D|
avdd l )

Where:

• qi : is the i th query term.

• f (qi ,D ): is qi ’s term frequency in thedocumentD(thenumberof times termqi occurs

in document D).

• |D| : is the length of the document D( number of words in document D).

• dav g : is the average document length in the text collection from which documents

are drawn.

• b and k1: are hyper-parameters for BM25 :

− k1 : This parameter controls non-linear term frequency normalization (satu-

ration). It controls how quickly an increase in term frequency results in term-

frequency saturation. The default value is 1,2. Lower values result in quicker

saturation and higher values in slower saturation [30].
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− b: This parameter controls how much effect field-length normalization should

have. A value of 0.0 disables normalization completely, and a value of 1.0 nor-

malizes fully. The default is 0.75 [30].

• I DF (qi ): is the IDF (inverse document frequency) weight of the query term qi . It is

usually computed as:

I DF (qi ) = log
N −n(qi )+0.5

n(qi )+0.5

where :

− N: is the total number of documents in the collection.

− n(qi ): is the number of documents containing term (qi ).

Consider we have a query Q with n words such as q1,q2,q3,... , qn, for each query word,

term frequencyand inversedocument frequencywill be calculatedusing theabove formula

and the score will be generated using BM25. Oncewe get the scores for each document, we

can arrange the documents in an increasing order of BM25 score.

3.8 CORD-19 dataset description

OnMarch 16, 2020, the Allen Institute for AI (AI2), in collaboration with partners at The

WhiteHouseOfficeof ScienceandTechnologyPolicy (OSTP), theNational LibraryofMedicine

(NLM), the Chan Zuckerburg Initiative (CZI), Microsoft Research, and Kaggle, coordinated

by GeorgetownUniversity’s Center for Security and Emerging Technology (CSET), released

the first version of CORD-19 In response to the COVID-19[31].

The picture 3.3 below shows that publications increased during and following the SARS

andMERS epidemics(2002/2003), but the number of papers published in the earlymonths

of 2020 exploded in response to the COVID-19 epidemic.
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Figure 3.3: Number of publications over time

Most of articles can be found at the PMC (PubMed Central) and Elsevier. The other

sources are the "ChanZuckerberg Initiative","WHO", "bioRxiv" and the "medRxiv", as shown

in the picture 3.4 below:

Figure 3.4: Source of articles
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CORD-19 contains ameta-data file and four folders of articles separated by their source.

Every paper is represented by a unique JSON object.

folder name number of JSON files

biorxiv_medrxiv 885

comm_use_subset 9118

custom_license 19956

noncomm_use_subset 2353

Table 3.4: Content of the dataset

The meta-data file is a CSV file that contains 15 columns which provides details about

articles. Here is a short overview of the most important columns:

• Column "sha": represents the paper identifier(ID)

• Column "source_x": contains the article editor.

• Column "title": contains the title of the publication.

• Column "doi": represents a "digital object identifier" and seems to be an online link

to the publication.

• Column "pubmed_id": contains the ID of the pubmed.

• Column "license": contains the license under which article has been published.

• Column "abstract": contains the abstracts of the publications.

• Column "publish_time": contains the date of the publication.

• Column "authors": contains a list of all authors of the publication.

• Column "journal": contains the journal in which the article has been published.
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Figure 3.5: meta-data file content

The JSON file details every paper using four columns: title, paper_id, abstract and the

body_text. The content of JSON files is extracted and transformed, as follows:

Figure 3.6: JSON file content

The transformed JSON files are merged with their corresponding meta-data based on

the paper ID to form a full and final dataset, as follows:
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Figure 3.7: JSON files content with their corresponding meta-data

3.9 System architecture overview

Our proposed query based multi-document summarization system works in two steps,

the output of the first step serves as an input for the second step:

- FIRST STEP: is a query based single-document summarization, each document in the

corpus will be summarized extractively and saved temporarily.

- SECOND STEP: is an extractive generic multi-document summarization, the set of

temporary summaries resulted from the first step will be used as an input to generate a

single extractive summary.

The figure below shows how does the two steps interact:
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Figure 3.8: The proposed system architecture

3.9.1 FIRSTSTEP:Extractivequery-basedsingle-document summariza-

tion

This step is considered as query based single-document summarization, in which every

document in the corpus will be processed individually and separately. In this phase, the

model by applying an algorithm on the document assigns a score to each sentence in the

document, then selects the top N sentences that are related to the input query or question

to generate a summary.

A list of initial key questions that we want to get informations about them can be found

in the table below. These key scientific questions are drawn from the NASEM’s SCIED (Na-

tional Academies of Sciences, Engineering, andMedicine’s Standing Committee on Emerg-

ing Infectious Diseases and 21st Century Health Threats) research topics and the World

Health Organization’s for COVID-19.

There are a lot of questions regrouped into 8 tasks, for each taskwe’ll give three examples

of questions:
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Task: questions

What is known -Natural history of the virus and shedding of it from an infected

incubation, and - Immune response and immunity.

environmental stability? - Role of the environment in transmission.

What do we know - Smoking, pre-existing pulmonary disease.

about COVID-19 risk - Neonates and pregnant women.

factors? - Public health mitigation measures could be effective for control.

What do we know - Prevalence of asymptomatic shedding and transmission.

about vaccines - Approaches to evaluate risk for enhanced disease after

and therapeutics? vaccination.

- Effectiveness of drugs being developed and tried to treat sars

patients

What do we know - Sustainable risk reduction strategies.

about virus genetics, - Evidence that livestock could be infected.

origin, and evolution? - Animal host and any evidence of continued spill-over to humans

What has been published - Resources to support skilled nursing facilities and long

about medical care? term care facilities.

- Guidance on the simple things people can do at home to take

care of sick people andmanage disease.

- Oral medications that might potentially work.

What do we know about - Research on the economic impact of this or any pandemic.

non-pharmaceutical - Guidance on ways to scale up NPIs in a more coordinated way.

interventions? - Research on why people fail to comply with public health advice.

What do we know - Technology roadmap for diagnostics .

about diagnostics - Efforts to increase capacity on existing diagnostic platforms .

and surveillance? - Development of a point-of-care test.

What has been published - Sharing response information among planners, providers .

about information sharing - Misunderstanding around containment andmitigation.

and inter-sectoral - Mitigating threats to incarcerated people from COVID-19,

collaboration? assuring access to information, prevention, diagnosis.

Table 3.5: Some examples of questions related to COVID-19
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The figure below shows the whole process of this phase, and it will be explained in detail

in the following paragraphs:

Figure 3.9: First step: query based single document summarization
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Phase 1: Document retrieval

Document retrieval is the first phase in our proposed systembecausewe are dealingwith

more than 50k papers, we need therefore to reduce the size of the corpus by using a docu-

ment retrieval function.

The aim of the document retrieval is to find and select top matching articles for a query

in the collection. To do so, BM25 OKAPI index is used as a similarity measure between the

query and the set of documents. For a given query, it ranks the set of documents in the

dataset by attributing a score to each document then retrieve documents that have score

more that 0. The resulting set of documents is then used to retrieve the most relevant in-

formation.

Before further processing, text needs to be cleaned. Cleaning data generally refers to a

series of related tasks meant to put all text on one level playing field:

− Remove empty and duplicated data especially from "body_text" column.

− Discard non-English articles.

− Identify the papers published after 2019 concerning precisely the novel COVID-19

disease: to find COVID-19 related articles, we have defined a list of key words, the ar-

ticle is considered COVID-19 related if, any of these fields (title, abstract and full text)

has any of the key word: [’ncov’, ’covid19’, ’covid-19’, ’sars cov2’, ’sars cov-2’, ’sars-cov-

2’, ’sars coronavirus 2’, ’2019-ncov’, ’2019 novel coronavirus’, ’2019-ncov sars’, ’cov-2’,

’cov2’, ’novel coronvirus’, ’coronavirus 2019-ncov’].

− Remove square brackets including numbers, corresponding to citations (e.g.’[6, 11]’).

− Remove punctuations such as "?", "!", ";" and special characters.

− Lowercase the text.

Then, the given corpus and the input query have undergone pre-processing.
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Documents and query Preprocessing

Preprocessing is theprocess of preparingdata by changingunstructureddata tobe struc-

tured data according to the needs. It’s an essential phase, if neglected or realized in a too

simplistic manner, systems risk giving wrong results. Indexing engines or automatic sum-

marization systems in particular are very sensitive to the amount of noise in a text. Prepro-

cessing is applied exclusively to the body of each paper in the following way:

A) Sentence Segmentation: it is the process of dividing the text document into a sen-

tences and converts a raw text document into a list of sentences[32]:

− Input text="Coronaviruses are a familyof envelopedRNAviruses that causedis-

eases in animals and humans. Coronavirus infection in domestic animals has

led to major economic loss worldwide."

− Output text=["Coronaviruses are a family of enveloped RNA viruses that cause

diseases in animals and humans","Coronavirus infection in domestic animals

has led to major economic loss worldwide"].

B) Tokenization: identifies the word tokens from given sentence. Tokenization takes a

sentence as an input and provides a list of tokens as output[32]. Following example

shows the input and output of tokenization process:

− Input text="Coronaviruses are a family of envelopedRNAviruses that causedis-

eases in animals and humans."

− Output text=[’Coronaviruses’, ’are’, ,’a’, ’family’, ’of’, ’enveloped’, ’RNA’,’ viruses’,

’that’, ’cause’,’ diseases’, ’in’, ’animals’,’ and’, ’humans’].

C) Stop-Word removal: Stop words like a, an, at are removed as they do not convey in a

document. Prepositions, pronouns, articles, connectives etc. are also considered as

stopwords. Since they carry very little information about the contents of a document.

− Input text="Coronaviruses are a family of envelopedRNAviruses that causedis-

eases in animals and humans."

− Output text=[’Coronaviruses’, ’family’, ’enveloped’, ’RNA’,’ viruses’, ’cause’,’ dis-

eases’, ’animals’, ’humans’].
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D) Lemmatization: is related to stemming, differing in that lemmatization is able to

capture canonical forms based on a word’s lemma [33]. For example, stemming the

word "better" would fail to return its citation form, however, lemmatization would

result in the following: better→ good.

E) POS-tagging: Part-of-speech tagging is a process of marking up or tagging a word in

a text or a sentence or a corpus corresponding to aparticular part-of-speechbasedon

its definitionandcontext . Part-of-speechconsists of automatically associatingwords

in a text with corresponding grammatical information (verbs, adjectives, nouns, ad-

verb) by its relationship with the adjacent word. N stands for noun phrase, V stands

for verbs, A for adjectives and AD for adverbs[32].

− Input=[[Coronaviruses], [are], [family] ,[enveloped],[RNA], [viruses],[cause] ,[dis-

eases]].

− Output=((Coronaviruses),n), ((family),n), ((enveloped),a), ((RNA),n), ((viruses),n)

((cause),v),((diseases),n).

Phase 2: Information extraction

1- Sentences score:

Every sentence is providedwith an importance score and it reflects themeasure of good-

ness for that sentence and how relevant is a sentence to the query. These scores can be

made used for the ordering of the sentences and to pick out those which has more impor-

tance.

After preprocessing the documents and the input query, the sentences in the original

document are scored by calculating semantic similarity score and BM25 score between

each sentence within the document and the input query. We calculate the score of a sen-

tence by using the following measures:
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A- Semantic similarity usingWordNet

Algorithm :Semantic_ similarity_score

Input: sentence 1, sentence 2

Output: similarity_score

Begin

# Tokenization,lemmatization and tag

1: sentence1← pos_tag(lemma(word_tokenize(sentence1)))

2: sentence2← pos_tag(lemma(word_tokenize(sentence2)))

# Get the synsets for the tagged words

3:synsets1← [Synset(tagged_word) for tagged_word in sentence 1]

4: synsets2← [Synset(tagged_word) for tagged_word in sentence2]

5: score←0, count← 0

# For each word in the first sentence

6: for synset in synsets1 :

# Get the similarity value of the most similar word in the other sentence

7: best_score←max([synset.WUP_similarity(ss) for ss in synsets2])

# Check that the similarity could have been computed

8: If best_score is not None:

9: similarity_score←similarity_score + best_score

10: count←count+ 1

12: End if

13: End for

15: return similarity_score/count

End

Table 3.6: semantic similarity algorithm

Explanation

The above algorithm shows how to calculate the semantic similarity between two sen-

tences s1 and s2. The inputs are two English sentences, and the output is a semantic simi-

larity score. The process is as follow:
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First, each sentence is tokenized into set of words, then these words are lemmatized in

the aim to remove inflectional and derivationally related forms of a word to a common

base, then apply part of speech tagging to the words in the sentences, this is essential to

pick the correct meaning of the word in WordNet. The resulting words will be used to find

the equivalent synsets (Synsets 1, Synsets 2) respectively for (Words of sentence 1,Words of

sentence 2) in WordNet, obtain and save synsets for each sentence. Then loop to process

all words pairs by comparing all synsets in sentence 1 to all synsets in sentence 2 (for each

word in the first sentence, get the similarity value of the most similar word in the other

sentence)using wup_similarity measure. At the end return the similarity score.

B- BM25 OKAPI algorithm

Usually, BM25 is used to retrieve relevant documents based on a user input query, but in

our approach, BM25 will be used to select important sentences related to input query. The

algorithm BM25 is the same with only one difference, instead of providing a set of docu-

ments as input, a set of sentences are provided.
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Algorithm :compute_bm25_score

Input: Corpus, Query

Output: bm25_score

Begin

#build bag of words for corpus first

1: corpus_features =Bag_of_word(normalized_corpus,normalized_Query)

# get document length and average document length of the corpus (avgdl)

2: corpus_doc_lengths = doc_lengths(normalized_corpus)

3: avg_doc_length=doc_avg(normalized_corpus)

# compute inverse document frequencies of all the terms in a corpus of documents by using

its Bag of Words features

4:term_idfs =compute_corpus_term_idf(corpus_feature,normalized_corpus)

# compute numerator expression in BM25 equation

5: numerator_coeff = corpus_features * (k1 + 1)

6: numerator = term_idfs * numerator_coeff

# compute denominator expression in BM25 equation

7: denominator_coeff = k1 * (1 - b + (b * (corpus_doc_lengths / avg_doc_length)))

8: denominator = corpus_features + denominator_coeff

# compute the BM25 score combining the above equations

9: bm25_scores = numerator / denominator

10: return bm25_scores

End

Table 3.7: BM25 OKAPI algorithm

Explanation

To compute BM25 scores for sentences, we must go through several steps:

− Build a function to get Bag of Words–based features for corpus.

− Build a function to get inverse document frequency(IDF) values for terms in corpus

by using its Bag of Words features, which will contain the term frequencies, and then

convert them to IDF.
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− Compute the length and the average length of corpus sentences.

− Build a function for computing BM25 scores between a query sentence and corpus

sentences, we first compute the numerator expression in the BM25 mathematical

equation we specified earlier and then compute the denominator expression.

− Finally, we divide the numerator by the denominator to get the BM25 scores for all

the corpus sentences. Then we sort them in descending order and return the top n

relevant sentences with the highest BM25 score.

2- Combine scores and get the average score:

Each sentence is ranked based on the average of combination of the semantic similarity

score and BM25 score. The top N sentences are then selected to form the summary.

Score(sentence_i, query)= (semantic_similarity_score(sentence_i,query) +

compute_bm25_similarity(sentence_i,query))/2

3- Sentence selection:

Each sentence is given an importance score and this acts as a goodnessmeasure for the

sentence. The score can be used to order sentences and picks most important sentences.

After associating score for each sentence. The generated summary is done by ranking them

in descending order. Finally, top N highest scoring sentences are selected and combined

together into a single generated summary.

AWalk-Through Example

To see the difference between a summary generated with WordNet and a summary gen-

erated with WordNet and BM25, the following example is provided:
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Takeasanexampleanarticle fromthedataset titled "The landscapeof lungbronchoalve-

olar immune cells in COVID-19 revealed by single-cell RNA sequencing", and which

can be found here: https://www.medrxiv.org/content/10.1101/2020.02.23.20026690v. The

content of this article is visualized as follows:

Figure 3.10: Visual representation of the article

From this article, wewant to extract themost related sentences to the following question:

"what is the immune system response to COVID-19 ?"

The summary generated(top 12 sentences) using WordNet algorithm is:
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Figure 3.11: Summary generated with WordNet algorithm

And the summary generated(top 12 sentences) after combining WordNet with BM25 al-

gorithm is:
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Figure 3.12: Summary generated using WordNet and BM25 algorithms

Comparing these two summaries, we notice that both of them have selected 7 relevant

sentences in common from 12 sentences and 5 different sentences. The five different sen-

tences of each approach are:
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wordnet wordnet+BM25

1- grou macrophages are fcn1 + and highly 1- our study depicts a high-resolution transcrip-

inflammatory. tome atlas of lung resident immune subsets in

2- viral rnas were extracted by viral rna was in response to sars-cov-2 infections.

extracted from samples using the qiaamp rna 2- there were higher proportions of t and nk

viral kit. cells in the covid-19 patients than those in

3- by passing balf through a 100 um nylon cell controls while epithelial cells in patients are fewer

strainer to filter out lumps and then the 3- moreover we identified a novel intermediate

supernatant was centrifuged and the cells were macrophage population only from the severe

re-suspended in the cooled rpmi 1640 complete covid-19.

medium. 4- comparing few numbers of nk and t

4- mast in seurat v3 was used to perform lymphocytes in controls the proportions of nk

differential analysis. and t lymphocytes in the lung was largely

5- specifically splicing-aware aligner star was increased in covid-19 patients

used in fastqs alignment. 5- memory t cell responses are induced and

maintained in sars-cov infected subjects.

Table 3.8: Different sentences resulted from each approach

Reading thesefive sentencesof eachapproachandcompare them,we found that the sen-

tences selected using onlyWordNet are not really important and could be ignored because

they do not provide any meaningful informations to the question, and this is the opposite

of the sentences chosen using WordNet and BM25 together, they are almost relevant and

provide useful informations related to the question.

3.9.2 SECOND STEP: Extractive generic multi-document summariza-

tion

The second step is considered as a continuation of the first step, during this phase the set of

summaries resulted from the first step are used as an input to the second step to generate

one final summary.
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Figure 3.13: Second step process

0. Preprocessing: is very similar to thepreprocessingdone in thefirst stepwithoutpart-

of-speech (POS) tagging.

0. Concatenate sentences: the sentences are then combined together in one single
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document.

0. Apply TextRank algorithm:

DEFINITION: TextRank is an unsupervised algorithm can be used to obtain the

most relevant sentences in text and also to find keywords in a document.

The algorithm applies a variation of PageRank over a graph constructed. This pro-

duces a ranking of the elements in the graph, the most important elements are the

ones that better describe the text [34].

TextRank finds its roots associatedwith Google’s PageRank (by Larry Page) used for

rankingweb-pages for on-line search results, but before unfoldingTextRank,wemust

understand PageRank and the intuition behind it by explaining a simple example:

Suppose we have 4 web pages: w1, w2, w3, and w4. These pages contain links

pointing to one another. Some pages might have no link – these are called dangling

pages.

Figure 3.14: Example of application of Page-Rank algorithm

- Web page w1 has links directing to w2 and w4.

- w2 has links for w3 and w1.

- w4 has links only for the web page w1.

- w3 has no links and hence it will be called a dangling page.
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Inorder to rank thesepages,wewouldhave to compute a score called thePageRank

score. This score is the probability of a user visiting that page.

To capture the probabilities of users navigating from one page to another, we will

create a square matrix M, having n rows and n columns, where n is the number of

web pages.

Eachelement of thismatrix denotes theprobability of auser transitioning fromone

webpage to another. For example, the highlighted cell below contains the probability

of transition from w1 to w2. The initialization of the probabilities is explained in the

Figure 3.15: Probability matrix

steps below:

1- Probability of going from page i to j, i.e., M[i][j], is initialized with 1/(number of

unique links in web page wi).

2- If there is no link between the page i and j, then the probability will be initialized

with 0.

3- If a user has landed on a dangling page, then it is assumed that he is equally likely

to transition to any page. Hence, M[i][j] will be initialized with 1/(number of web

pages).

4- Finally, the values in this matrix will be updated in an iterative fashion to arrive at

the web page rankings.

From PageRank to TextRank:
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The concept of TextRank inspired from PageRank with somemodifications where:

- WebPages are replaced with text sentences.

- The probability of going from page A to page B is equal to the similarity of two sen-

tences.

- The similarity scores are stored in a square matrix, similar to the matrix M used for

PageRank.

- TextRank graph is undirected. Meaning that all edge are bidirectional.

- The similarity matrix for index [A, B] is filled with similarity values between sen-

tences A and B rather than 1/total_links from Page B to A.

- There are a lot of alternative to calculate the similarity measure like TF-IDF,cosine

similarity,BM25...

The figure below shows the flow of TextRank algorithm:

Figure 3.16: Flow of TextRank algorithm

The table below explains how does TextRank algorithm work:
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Algorithm :TextRank

Input:document_text

Output: Top N ranked_sentences

Begin

# break the text into individual sentences

1: sentences← sentences_tokenize(document_text)

# represent each sentence with a vector

2: For sent in sentences :

3: sentence_vectors_list.add( vector_representation_sentences(sent))

4: End For

# create similarity matrix and calculate similarities between the sentences using the

cosine similarity approach

5: For i in length(sentences):

6: For j in length(sentences):

7: similarity_matrix[i][j]← cosine_similarity(sentence_vectors_list[i], sentence_vectors_list[j])

8: End For

9: End for

#convert the similarity matrix into a graph and apply PageRank algorithm.

10 : score← PageRank(graph(similarity_matrix))

#extract the top N sentences based on their rankings

11: ranked_sentences← sorted(((scores[i],s) for i,s in enumerate(sentences)), reverse=True)

12: For i in range(N):

13: print(ranked_sentences[i][1])

End For

End

Table 3.9: TextRank algorithm

Explanation

− We start by combining all text contained in documents in one single text.

− Then split the text into sentences and apply the preprocessing steps.

− Tokenize each sentence into a collection of words and represent it with a vector.
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− Calculate the similarity between sentences vectors using the cosine similarity

approach and store it in a matrix.

− Transform the cosine similarity matrix into a graph by representing the sen-

tences as nodes and the similarity between two sentences as a edge.

− Apply the PageRank algorithm on the graph to calculate scores for each sen-

tence.

− Rank sentences based on their score.

− Finally, extract the top N sentences based on their rank to generate a summary .

The application of TextRank is illustrated with an example. Given as example, the text

below:

After tokenizing the text into sentences, we represent each sentence as a vector using

these instructions:

Figure 3.17: vector representation
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Thenuse these vectors to construct the cosine similaritymatrix bywriting these instruc-

tions:

Figure 3.18: Build the similarity matrix

The constructed matrix is shown in the following figure:

Figure 3.19: cosine similarity matrix

Transform thismatrix into graphandapply thePageRank algorithmusing these instruc-

tion:

Figure 3.20: The instructions needed to generate the graph
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Figure 3.21: graph generated by PageRank

The algorithm associates a score to each sentence to each sentence a score, then selects

let’s say the 5 top sentences:

Figure 3.22: sentences score

Finally, the generated summary is shown in the following figure :

Figure 3.23: summary generated using TextRank
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3.10 Conclusion

In this chapter, the proposed solution have been detailed. First, we have started by citing

some relatedworks, we have defined the data set used in ourwork , thenwe have explained

the approaches used to achieve this work. Finally, we have dived deeper into the architec-

ture of our proposed solution to extend our objective, this solution consists of dividing the

query based multi-document summarization into two step, query based single-document

summarization and genericmulti-document summarization. The evaluation and the tools

used to implement this solution will be presented in the next chapter.

62



Chapter 4
Evaluation and discussion

4.1 Introduction

This chapter speaks about the different libraries used, the environment and the pro-

gramming language chosen to implement our model. It presents then the evaluation of

our model, analyzes and discusses the results of the proposed system and then displays

the Django application.

4.2 Programming language

The proposed query based multi-document summarization system was implemented us-

ing python. Python is an object-oriented, high-level programming language with inte-

grated dynamic semantics primarily for web and application development. It is extremely

attractive in the field of Rapid Application Development because it offers dynamic typing

and dynamic binding options.

Python is relatively simple, so it’s easy to learn since it requires a unique syntax that

focuses on readability. Developers can read and translate Python code much easier than

other languages. In turn, this reduces the cost of programmaintenance and development

because it allows teams to work collaboratively without significant language and experi-

ence barriers [35].

Additionally, Python supports the use of modules and packages, which means that pro-

gramscanbedesigned inamodular style andcodecanbe reusedacross a varietyofprojects.
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Once you have developed a module or package you need, it can be scaled for use in other

projects, and it’s easy to import or export these modules. Most important packages that

helped us to implement our solution are:

− NLTK: stands for Natural Language Toolkit. This toolkit is one of the most powerful

NLP libraries which contains packages to make machines understand human lan-

guageand reply to itwithanappropriate response. Tokenization, Stemming, Lemma-

tization, Punctuation, Character count, word count are some of these packages [36].

Task package

Sentence segmentation nltk.sent_tokenize

Word tokenization nltk.tokenize.word_tokenize

stop word removal nltk.corpus.stopwords.words(’english’)

Stemming nltk.stem.porter.PorterStemmer

Lemmatization nltk.stem.WordNetLemmatizer

POS-tagging nltk.pos_tag

Table 4.1: NLTK packages used

− Pandas: is a Python package providing fast, flexible, and expressive data structures

designed to make working with structured (tabular, multidimensional, potentially

heterogeneous) and time series data both easy and intuitive. It aims to be the fun-

damental high-level building block for doing practical, real world data analysis in

Python. Additionally, it has the broader goal of becoming themost powerful and flex-

ible open source data analysis / manipulation tool available in any language 1.

− Numpy: which stands for Numerical Python, is a library consisting of multidimen-

sional array objects and a collection of routines for processing those arrays. Using

NumPy, mathematical and logical operations on arrays can be performed. It is ideal

for operations related to linear algebra, Fourier transformations, or crunching of ran-

dom numbers [37].

− Matplotlib: is a comprehensive library for creating static, animated, and interac-

tive visualizations in Python,it generates plots, histograms, power spectra, bar charts,
1 https://pypi.org/project/pandas/
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error-charts, scatter-plots, etc., with just a few lines of code [38].

− Seaborn: is a Python visualization library based on matplotlib. It provides a high-

level interface for drawing attractive statistical graphics 2

HTML and CSS

HTML stands for Hypertext Markup Language. It allows the user to define the meaning

and structure of web content like sections, paragraphs, headings, links, and block-quotes

for web pages and applications.

HTML is not a programming language, meaning it doesn’t have the ability to create dy-

namic functionality. Instead, it makes it possible to organize and format documents, simi-

larly to Microsoft Word [39].

CSS stands for Cascading Style Sheets. It is a simple design language intended to simplify

theprocess ofmakingwebpagespresentable. UsingCSS,makepossible to control the color

of the text, the style of fonts, the spacing between paragraphs, how columns are sized and

laid out, what background images or colors are used, layout designs,variations in display

for different devices and screen sizes as well as a variety of other effects[40].

4.3 Development platform

Anaconda

Anaconda is a free and open-source distribution of the Python and R programming lan-

guages for scientific computing (data science, machine learning applications, large-scale

data processing, predictive analytics, etc.), that aims to simplify packagemanagement and

deployment. The distribution includes data-science packages suitable forWindows, Linux,

and macOS. It is developed and maintained by Anaconda, which was founded by Peter

Wang and Travis Oliphant in 2012. It is also known as Anaconda Distribution or Anaconda

Individual Edition. It comes with over 250 packages automatically installed, and over 7,500

additional open-source packages can be installed from PyPI as well as the conda package
2https://seaborn.pydata.org/
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and virtual environmentmanager whichmakes it easy to install/update packages and cre-

ate/load environments. It also includes a GUI, Anaconda Navigator, as a graphical alterna-

tive to the command line interface (CLI). Applications available by default inNavigator are:

JupyterLab,Jupyter Notebook, Spyder, Glue, Orange, RStudio, Visual Studio Code 3.

Jupyter Notebook

The Jupyter Notebook is an open-source web application that allows you to create and

share documents that contain live code, equations, visualizations and narrative text. Uses

include: data cleaningand transformation, numerical simulation, statisticalmodeling, data

visualization, machine learning, and muchmore 4.

Django

Django is a high-level Python Web framework that encourages rapid development and

clean, pragmatic design. Built by experienceddevelopers, it takes care ofmuchof thehassle

ofWebdevelopment, so you can focus onwriting your applicationwithout needing to rein-

vent the wheel. It’s free and open source. Its main goals are simplicity, flexibility, reliability,

and scalability. Django’s template language is designed to feel comfortable and easy-to-

learn to those used to working with HTML, like designers and front-end developers. But

it is also flexible and highly extensible, allowing developers to augment the template lan-

guage as needed 5. [41].

4.4 Automatic Summary Evaluation using ROUGE

ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. It is essentially a

set of metrics for evaluating automatic summarization of texts as well as machine trans-

lation. It works by comparing an automatically produced summary or translation against

a set of reference summaries (typically human-produced)[42]. The ROUGE system calcu-

lates several measures for evaluation of system-generated summaries human-generated
3https://www.anaconda.com/products/individual
4https://jupyter.org
5https://www.djangoproject.com/
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summaries also knownasmodel summaries. Thesemeasures showhowwell the peer sum-

maries correlate to the model summaries and the measures are based on many different

methods.
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Precision, Recall, and F-measure in the Context of rouge

To evaluate how accurate ourmachine generated summaries are, we compute the Preci-

sion, Recall and F-measure for any metric:

RECALL

In the context of ROUGE, RECALL means how much of the reference summary is the

system summary recovering or capturing? If we are just considering the individual words,

it can be computed as:

Recal l = number_o f _over l appi g_wor d s

tot al_wor d s_i n_r e f er ence_summar y

Precision

In the context of ROUGE, precision refers that howmuch candidate summary words are

relevant. Formula to calculate RECALL:

Pr eci si on = number_o f _over l appi g_wor d s

tot al_wor d s_i n_s y stem_summar y

F-measure

F-measure is the harmonic mean of precision and recall:

F −meaur e = 2∗ pr eci si on ∗ r ecal l

pr eci si on + r ecal l

For better understanding how to calculate those three metrics, an example given in [42]

will be explained. Supposed that :

The summary generated by the system is: "the tiny little cat was found under the big

funny bed. "

The summary generated by human is:"the cat was under the bed."
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Thenumber of overlappingwordsbetween the systemsummary and reference summary

is six (the, cat, was, the, bed, under), total words in reference summary is six and total words

in system summary is ten, then :

Recall = 6/6 =1 , Precision = 6/11 =0.55 , and F-measure = 0.17

ROUGE includes 5 evaluation metrics which are:

− ROUGE-N: Itmeasures theoverlapofn-gramsbetweenautomatically generated sum-

mary and reference summary. In n-grams, value of N can vary from 1 to n. Mostly

used n-grammetrics are uni-gram and bi-gram.

− ROUGE-1: refers to overlap of unigrams between the system summary and ref-

erence summary.

− ROUGE-2: refers to the overlap of bi-grams between the system and reference

summaries.

− ROUGE-L: ’L’ stands forLongestCommonSubsequence(LCS). It computes theLongest

Common Subsequence between reference summary and candidate summary. Each

sentence in a summary is considered as a sequence of words. Two summaries which

have longer common sequence of words are more similar to each other.

− ROUGE-W: ’W’ here stands forWeighted Longest Common Subsequence. It is a vari-

antof theROUGE-Lmeasurewhich takes intoconsideration the fact that somematches

are consecutive in nature and hence they should be given a higher weight.

− ROUGE-S:measures the skipbi-gramco-occurrences in reference summaryandcan-

didate summary. Order of bi-grams is important. The skip-bi-grams of the above ex-

ample are: the cat, the was, the under, the the, the bed, cat was, cat under, cat the, cat

bed, was under, was the, was bed, under the, under bed, the bed.

A Simple Example

Let’s consider an example to illustrate score calculation for someof the abovementioned

metrics. If we want to compute the ROUGE-2 precision and recall scores from the example

above:
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System summary bi-grams are: the cat, cat was, was found, found under, under the,

the bed.

Reference summary bi-grams are: the cat, cat was, was under, under the, the bed.

The ROUGE-2 recall is as follows: r oug e2r ecal l = 4/5 =0.8.

The system summary has recovered 4 bi-grams out of 5 bi-grams from the reference sum-

mary which is good.

The ROUGE-2 precision is as follows: r oug e2pr eci son = 4/6 =0.67.

The precision here tells that out of all the system summary bi-grams, there is a 67% overlap

with the reference summary.

4.5 Evaluation of the first step

The evaluation of our summarization system is performed on ten documents, each one of

them is evaluated using two different approaches against humans reference summaries.

The table 4.2 below shows the evaluation score for each document using just WordNet

approach, and the table 4.3 shows the evaluation score for each document using a combi-

nation of WordNet and BM25 okapi:
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Doc WordNet

Metric Rouge-1(%) Rouge-2(%) Rouge-L(%) Rouge-W(%)

P R F P R F P R F P R F

D1 44.44 44.86 44.65 26.17 26.42 26.29 39.10 39.41 39.25 27.76 11.00 5.76

D2 51.96 51.46 51.71 45.54 45.10 45.32 50.56 50.15 50.36 43.52 17.06 24.51

D3 54.29 55.88 55.07 35.58 36.63 36.10 43.81 44.88 44.34 33.35 13.61 19.33

D4 28.57 29.41 28.99 2.88 2.97 2.93 21.93 22.47 22.20 10.75 4.39 6.23

D5 70.75 70.09 70.42 59.05 58.49 58.77 64.82 64.31 64.56 53.89 20.97 30.19

D6 69.02 56.11 61.90 42.46 34.50 38.07 45.88 38.61 41.93 29.26 7.17 11.52

D7 42.03 38.15 40.00 8.54 7.75 8.13 21.33 19.68 20.47 8.62 2.36 3.70

D8 40.47 55.50 46.81 13.76 18.89 15.92 23.28 30.29 26.32 10.80 5.05 6.88

D9 61.39 68.00 64.53 41.23 45.68 43.34 52.20 56.84 54.42 36.40 12.68 18.81

D10 50.12 56.55 53.14 23.76 26.82 25.20 28.55 31.57 29.99 17.50 6.09 9.03

Table 4.2: Evaluation score for each document using WordNet algorithm

Doc WordNet+BM25

Metric Rouge-1(%) Rouge-2(%) Rouge-L(%) Rouge-W(%)

P R F P R F P R F P R F

D1 83.33 83.33 83.33 78.50 78.50 78.50 85.11 85.11 85.11 80.07 31.39 45.10

D2 69.61 68.27 68.93 59.41 58.25 58.82 64.26 63.23 63.74 53.22 20.62 29.72

D3 77.14 76.42 76.78 69.23 68.57 68.90 77.22 76.62 76.92 69.89 27.24 39.20

D4 92.38 91.51 91.94 88.46 87.62 88.04 93.61 92.87 93.24 89.46 34.87 50.18

D5 71.70 69.72 70.70 65.71 63.89 64.79 74.12 72.42 73.26 67.99 25.87 37.48

D6 86.50 62.53 72.59 72.62 52.44 60.90 73.69 56.23 63.78 51.29 10.92 18.01

D7 59.89 66.67 63.10 241.32 46.01 43.54 47.77 52.23 49.90 33.08 11.57 17.14

D8 50.17 50.68 50.42 24.83 25.08 24.96 34.71 35.01 34.86 17.91 5.80 8.76

D9 63.06 70.06 66.37 41.78 46.44 43.99 52.46 57.28 54.76 36.34 12.71 18.83

D10 47.90 48.62 48.26 23.51 23.87 23.69 30.13 30.51 30.32 18.30 5.61 8.59

Table 4.3: Evaluation score for each document using WordNet + BM25 algorithm
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The table below represents the average RECALL, average precision, and average F-score

of our system summaries generated by ROUGE package using wordnet:

Metric average-precision(%) average-recall(%) average-F-measure(%)

Rouge-1 58.08 59.56 58.09

Rouge-2 36.39 38.72 37.31

Rouge-L 38.41 39.27 38.52

Rouge-W 24.06 7.84 11.7

Table 4.4: Average recall, precision, F-score values of our system using WordNet

The table below represents the average RECALL, average precision, and average F-score

of our system summaries generated by ROUGE package using wordnet and BM25 OKAPI:

Metric average-precision(%) average-recall(%) average-F-measure(%)

Rouge-1 69.69 66.72 67.68

Rouge-2 54.16 51.29 52.28

Rouge-L 58.19 56.19 56.90

Rouge-W 45.18 13.18 20.52

Table 4.5: Average recall, precision, F-score values of our system using WordNet + BM25

4.5.1 Comparison of RECALL

We compare the average Recall values of our summaries generated by the system using

WordNet with average Recall values of our summaries generated by system usingWordNet

and BM25 OKAPI. The Table below gives the comparison for ROUGE- 1, 2, L, Wmetrics:
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metric average-recall(WordNet)(%) average-recall(WordNet+BM25)(%)

Rouge-1 59.56 66.72

Rouge-2 38.72 51.29

Rouge-l 39.27 56.19

Rouge-w 7.84 13.18

Table 4.6: Comparison of average RECALL of our system

Figure 4.1: Comparison of Average RECALL values for 4 metrics of ROUGE

4.5.2 Comparison of PRECISION

We compare the average precision values of our summaries generated by the system us-

ing WordNet with average Recall values of our summaries generated by THE system using

WordNet and BM25. The Table below gives the comparison for ROUGE- 1, 2, L, Wmetrics:
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metric average-precision(WordNet)(%) average-precision(WordNet+BM25)(%)

Rouge-1 58.08 69.69

Rouge-2 39.39 54.16

Rouge-L 38.41 58.19

Rouge-W 24.06 45.18

Table 4.7: Comparison of average precision of our system

Figure 4.2: Comparison of Average F-measure values for 4 metrics of ROUGE

4.5.3 Comparison of F-measure

We compare the average F-measure values of our summaries generated by our system

using WordNet with average F-measure values of our system using WordNet and BM25.

The Table below gives the comparison for ROUGE- 1, 2, L, Wmetrics:
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metric average-F-measure(WordNet) average-F-measure(WordNet+BM25)(%)

Rouge-1 58.09 67.68

Rouge-2 37.31 52.28

Rouge-l 38.52 56.90

Rouge-w 11.70 20.52

Table 4.8: Comparison of average F-measure of our system

Figure 4.3: Comparison of Average F-measure values for 4 metrics of ROUGE

Results and Discussion:

− A good summary is a summary in which precision and RECALL are high.

− The tables and figures above are an analysis of the performance of two approaches

used: WordNet vs WordNet +BM25 against some reference summaries. The docu-

ments analyzed are related to Corona virus and extracted from our database.

− The proposed method(combine WordNet with BM25) produces good results com-

pared with human written extractive summaries. Our algorithm has proved to per-

form well for most summarization purposes.

− From the table 4.2 and 4.3, it can be noted from the results of each document that the
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implemented system using WordNet and BM25 performs well than using just Word-

Net.

− RECALL, is the measure of how many sentences retrieved by the algorithm are ac-

tually relevant to the human summary, a higher RECALL measures the effectiveness

of the algorithm. From the figure 4.1, it can be observed that the proposed system

performed well for Recall score across all metrics compared to WordNet model.

− Precision is themeasure of howmany sentences considered for summary were actu-

ally relevant in comparison to the text in theparent document. The results fromfigure

4.2 show that the algorithm that uses combination of WordNet and BM25 performed

reasonably well for precision performance against WordNet algorithm.

− The figure 4.3 shows that the proposed system(WordNet and BM25) correlates best

with human summaries for F-measure performance.

4.6 Evaluation of the second step

To evaluate this phase, we have used the summaries resulted from the ten documents in

the first phase using WordNet and BM25 to generate a single extractive summary, then we

compared this summary with two human-generated summaries.

The table below shows theprecision, RECALL, andF-measure score of the summary gen-

erated from the 5 summaries results from the first step using TextRank algorithmcompared

with two references(human summaries):
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Metric reference 1,reference 2 reference 1, summary reference 2, summary

P R F P R F P R F

Rouge-1 (%) 80.63 88.03 84.17 73.90 77.05 75.44 56.76 62.24 59.38

Rouge-2 (%) 71.43 78.00 74.57 57.95 60.43 59.16 30.24 33.16 31.63

Rouge-L (%) 83.06 89.36 86.10 76.89 79.61 78.23 60.36 65.18 62.67

Rouge-W (%) 43.76 23.60 30.66 43.56 22.44 29.62 29.67 16.24 20.99

Table 4.9: recall, precision, and F-measure values of the generated summary compared

with two references

The figures below compare the precision, recall, and F-measure values of the generated

summary with two references

Figure 4.4: Comparison of precision- second step
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Figure 4.5: Comparison of RECALL- second step

Figure 4.6: Comparison of F-measure - second step

The evaluation of an automatic text summarization is a complex task area in which a

considerable amount of work has been done by researchers because the references used

differ from one person to another which gives different results, and since our dataset does

not contain any references for this kind of summarization, we had to do them by ourselves

so that we could evaluate the summary results by our system.
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The results given in the table above show that comparing our systemwith reference sum-

maries performed well and gives a very satisfied results (over 50%) in terms of precision,

recall and F-measure, which is pretty good.

4.7 Web Application with Django Framework

The proposed system was created to summarize articles based on the user’s need. Its

mission is to provide an efficient manner of understanding text, which is done primarily

by providing just themost important sentences related to user’s query. Our system accom-

plishes its mission by:

- Retrieving the user’s query.

- Removing unnecessary clauses and excessive examples.

- Looking for sentences that have relations with the query.

- Ranking sentences by importance using the core algorithm and combine them in one

single text.

We have created this simpleweb interface in order tomake it easier to findwhat does the

user look for and display the generated summary in an attractive way.

Figure 4.7: web-interface of the proposed system
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The web-interface contains a chained drop-down list and a search bar, the drop-down

list contains all the questions proposed by the Word Health Organization, these questions

are grouped into tasks.

The user starts by selecting a task from the drop-down list, each task has its own ques-

tions, then for this task, he chooses one of the displayed questions, enters the number of

sentences that must be in the final summary, click on the search button and get the result.

Figure 4.8: Task selection

Figure 4.9: Question selection

80



Chapitre 4 Evaluation and discussion

If the desired question that he is looking for doesn’t exist in the drop-down list, he can

write the query directly in the search bar.

Figure 4.10: search bar

The generated summary is displayed as the following picture:

Figure 4.11: Generated summary
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4.8 Conclusion

In this chapter, we have talked first about programming languages and development plat-

form used to implement our system which are python, anaconda, and Django, then we

have evaluated our system by using the Rouge package and discussed the results that have

proved the effectiveness of our system. Finally we have shown some screen-shots of our

web application.

82



Conclusion

In order to help the medical community to find answer to their important questions

about COVID-19 from a huge number of published scientific papers and grab the essential

knowledgesquickly,wehaveproposed tocreate anextractivequery-basedmulti-document

summarization system.

The aimof the proposed system is to capture the user’s query and froma large number of

documents extracts the most important informations related to this query and combines

them into one short summary.

At first, we have started this thesis with a generality about crisismanagement and its four

steps, thenwe have explainedwhat is the situational awareness for crisismanagement and

the role of information and communication technology during a crisis.

Secondly, we have introduced the automatic text summarization and its characteristics,

we have talked about its various types and the different methods exists to generate an au-

tomatic summary.

After that, we have mentioned some related work, defined the problem addressed and

the proposed solution, we have found that using two algorithms or more gives more effec-

tiveness because we benefit from the strength of each algorithm and also each algorithm

overcomes theweakness of the secondalgorithm. Theproposedapproachwasbasedondi-

viding the extractive query based multi-document summarization process into two steps,

the output of the first step serves as an input to the second step.
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The first step uses two algorithmswhich are BM25OKAPI and the semantic similarity al-

gorithmusingWordNet to generate for eachdocument an extractive summary correspond-

ing to user’s query. The second step uses TextRank algorithm to generate a global summary

from the set of summaries that are resulted in the first step.

Finally, we have evaluated the system’s effectiveness by using the Rouge package which

have proved that the proposed solution provides a good quality of summaries.

Some perspectives :

Automatic text summarization was always and is still a complex process that gained the

attentionof researchersdue to thechallenges it presents inprovidingawell-understandable

summary, and as perspective,we aim also to use the Word embedding technique to mea-

sure the semantic similarity between sentence,s and for the combination of scores (BM25

and Semantic Similarity), it would be better to combine it with a variable combination fac-

tor to get best configuration ? for example:

SCORE =β∗ (B M25− scor e)+ (1−β)∗ (semanti c − si mi l ar i t y − scor e)

with between 0 and 1. It will also be very interesting if we try to generate an extractive or

abstractive summary using the deep learning algorithms.
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