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Abstract

Nowadays, text processing is a major field in machine learning that deals with the inter-

action between computers and humans using the natural language Predicting depression

levels from social media is one of the most active research areas in natural language pro-

cessing and text mining. This issue has many solutions offered with different classification

techniques for machine learning. We hybridized two of the most known machine learn-

ing algorithms, convolutional neural network and long short-term memory to get better

results. Key words: convolutional neural network, long short-term memory, machine

learning, text processing, social media . . .

Résumé

De nos jours, le traitement de texte est un domaine majeur de l’apprentissage automatique

qui traite l’interaction entre les ordinateurs et les humains en utilisant le langage naturel.

La prédiction des niveaux de dépression à partir des réseaux sociaux est l’un des domaines

de recherche les plus actifs dans le traitement du langage naturel et l’exploration de texte.

Ce problème est traité par différentes techniques de classification pour l’apprentissage

automatique. Nous avons hybridé deux algorithmes d’apprentissage automatique les plus

connus, un réseau de neurones convolutif et une mémoire à long terme à court terme pour

obtenir des meilleurs résultats. Mots clés: réseau de neurones convolutifs, mémoire à

long terme à court terme, apprentissage automatique, traitement de texte, réseaux sociaux

. . .
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General introduction

The Web offer a prodigious world of information, it has evolved from a simple set of

static pages to more web services and more complex applications.

With the advent of digital technology and smart devices, a large amount of data is

generated every day, especially from social networks which allow millions of users to

communicate with their friends and share information, thoughts, moods and their feelings.

All these data are extracted from social media, this gives opportunities for people

working in the health sector to get insight of what might be happening at mental state of

someone who posted a topic in a specific manner. With this amount data provided from

social media like facebook and twitter, artificial intelligence applications are mainly used

in many fields, like sentiment analysis, business analytic, marketing and mental health

disorder detection.

The aim of this study is to explore of natural language processing and machine learning

algorithm using an English pre-labelled tweets dataset extracted from twitter to detect

depression. We present a model which is an hybridization between convolutional neural

network and long short-term memory, we also implement some baseline models like tf-idf

and naive Bayes classifiers and compare their result with our adopted model.
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General introduction

The manuscript of our work is structured as follows:

� Chapter 1: Presents generalities on social networks which introduces the main char-

acteristics and typologies of social networks, their advantages and disadvantages,

thus their current problems which influence on person community.

� Chapter 2: Is specified for depression and its language identification, related work

on the detection of depression from social media posts, their methodology and their

results.

� Chapter 3: Explains the necessary and detailed steps for training the hybrid convo-

lutional neural network and long short-term memory.

� Chapter 4: Represents our implementation with a brief presentation of the used

programming tools, the implementation of hybrid convolutional neural network and

long short-term memory, and the evaluation of the model also presents the imple-

mentation of the tf-idf and naive bayes model, at the end it shows the comparison

evaluation of those models.

Finally, we conclude this work with a summary reminder on the important points

discussed in this project report with the presentation of some perspectives.
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Chapter 1
Social Media

1.1 Introduction

In recent years, Internet has become even more universal due to the development of social

media that is accessible to anyone and anywhere. The social media make it easier to post

photos and videos, share feelings and opinions and get data and information compared to

traditional media such as newspapers, television and radio because they are cheap, free

and offer various services.

Social media has seen remarkable growth recently such as Facebook and Twitter which

are websites that bring together individuals, companies and organizations with the op-

portunity to exchange information through interactions. With their ease of use and free

access, they are growing in success day after day and gaining public confidence.

This chapter is devoted to present the well-known social media types, their character-

istics, emphasizing the rising and the different uses of social media and its impact.

1.2 Social media

Social media has evolved from being an obscure jumble of technologies to a set of sites

and services that are at the heart of contemporary culture. One of the first reactions that

many people have when hearing the term social media is to ask: are not all media social?

this questions have to do with another question: Are human beings always social or only

if they interact with others? In sociological theory, there are different concepts of social:

1. Some sociologist say that all media are social because the aspect of society is present

3



Chapitre 1 Social Media

in technological artefact we use [1]. For example, if you type a document offline,

your activities are social: the ideas you think and write up refer to ideas of other

people and what is happening in society.

2. Others say that not all media are social, but only those that support communication

between humans. Communication is the act of conveying meanings from one entity

or group to another through the use of mutually understood signs, symbols, and

semiotic rules [2].

3. The third form of sociality is collaboration or co-operative work. As for example

the co-operative editing of articles performed on Wikipedia or the joint writing of

a document on Google Docs or editing code in GitHub[3].

1.3 Web 2.0 and Social Media

Social media and web 2.0 are terms for describing types of World Wide Web applications,

such as blogs, social networking sites, or videos, images, file sharing platforms or wikis.

The term was invented by Darcy DiNucci and later popularized by Tim O’Reilly

and Dale Dougherty at the O’Reilly Media Web 2.0[4]. The term means such network

application and tools that increase our ability to share, to co-operate, with one another,

and to take collective action as described in figure 1.1.

Figure 1.1: Web 1.0 and web 2.0
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Chapitre 1 Social Media

1.4 Type of social media

1. Social networks: It is one of the most well-known types of social media. Social

networking is the use of online platforms to stay connected with friends, family,

colleagues, customers, or clients. Defined as websites that facilitate the building of

a network of contacts in order to exchange various types of content online. The

most popular social networks are Facebook1, Twitter2, LinkedIn3, WhatsApp4.

2. Media sharing networks: Are the websites that allow us to upload our photos,

videos, and audios for the purpose to be accessed anywhere in the world. Me-

dia sharing networks are the most visual type of social platforms ,while sites like

Facebook and Twitter enable us to post our photos and videos but they are not con-

sidered media sharing networks because they don’t focus solely on sharing visuals.

The most popular media sharing networks are YouTube5, Instagram6, Pinterest7.

3. Social blogging networks: Social blogging networks are websites that allow us to

share and publish content. They help people to discover, save, share and discuss new

and trending content. These socials are a hotbed of creativity and inspiration for

people seeking information and ideas [5]. The most known social blogging networks

are Tumblr8, Medium9.

4. Discussion networks: Discussion networks are another type of social media plat-

form, they are focusing on discussing news, information, and opinions. Before social

media networks these forums were the places where professionals and experts used

to do different kind of discussions. The most popular of these forums are Reddit10,

Quora11, StackOverFlow12.

1https://web.facebook.com/.
2https://twitter.com/?lang=en.
3https://www.linkedin.com/.
4https://www.whatsapp.com/?lang=en.
5https://www.youtube.com/.
6https://www.instagram.com/.
7https://www.pinterest.com//.
8https://www.Tumblr.com//.
9https://www.Medium.com//.

10https://www.Reddit.com/?lang=en.
11https://www.Quora.com//.
12https://www.StackOverFlow.com/?lang=en.
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Chapitre 1 Social Media

5. Reviews networks: Review networks are the websites that allow people to find,

share and review different information about people, businesses, services or brands.

The most popular reviews website is Yelp where people can share their opinions and

experiences with a business [6].

1.5 The rise of social media

Social media has changed the world, the vast adoption of these technology has changed

our life, changed how we interact with one another and the world around us and how

we can access current information. Social media becomes an integral part of the modern

society.

1.5.1 Social media before 2000

Everyone knows social media and use it probably everyday too. However, it was not like

this two decades ago, not many people had internet access back then.

1. It started with bulletin Board System, a text-based online community that allow

users to share or exchange messages or other files on networks [7].

2. CompuServe was began in 1970s as commercial online service provider[8]. Com-

puServe members can share files and access news and events and they also have the

possibility to join discussion forums with thousands of other members.

3. In 1993 AOL (America Online) introduced its own email addresses after being on-

line service called GameLine as Control Video Corporation company[9]. AOL was “

internet before the Internet ”, it offers to subscribers the possibility to send and re-

ceive emails from users of CompuServe, MCI email, AT&T mail, AppleLink, Spring

Mail, and other connected systems.

4. In 1997 the first recognizable social networking website was created named SixDe-

grees, it was the first manifestations of social networking website in the format

seen today[10]. It has allowed users to create profile and befriend others and send

messages and post a bulletin board items. SixDegrees13 had about 3 million users

registered members.
13http://sixdegrees.com/.
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Chapitre 1 Social Media

1.5.2 Social media after 2000

Social media channels had been everywhere since 2000s. They became very popular; we

will mention some of those websites:

1. The revolution of social media started with MySpace website, it was the first social

media to reach a million active users monthly, it achieved this milestone around

2004. MySpace users can completely customize their profiles and also embed music

and videos.

2. Linkedln also was one of the first social media websites, unlike MySpace, LinkedIn

users can create profiles that have a structure similar to resume with the sum-

marization of their career, their skills and the history of their education and em-

ployment, LinkedIn allows to users to build a professional network and even find

a job. LinkedIn is currently available in 24 languages and has more than 15.000

full-time employees and around 660 million members in 200 countries and regions

worldwide[11].

3. In 2004 Mark Zuckerberg launched Facebook, the website became the giant and the

largest social networking in the world, users in Facebook can create profile, upload

photos or videos, they can also exchange messages and post content. The site has

many components like posting status which enables users to alert friends to their

location, new feeds and so on. From the New York Stock Exchange Wall Street in

Core Facebook Vitals as reported in Q3 2019 IR Statement, Facebook has 43030

employees over 2.45 billion monthly active users and 1.62 billion people on average

log onto Facebook in 2019[12].

4. In the year 2006, twitter was launched. The microblogging and social media service

on which users can post and interact with messages as twitters, in additional, users

can track specific topics and create dialogues of a chosen type. The total number

of monthly active users in twitter is 330 million, the number of tweets send per day

are 550 million and the number of twitter daily active users are 139 million [13].

Social media actually is taking control over our lives, it becomes unavoidable that if

you haven’t put some form of what you’ve done online, then you never really did it.

In the figure 1.2 [14], we display some statistics about the number of social media
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users.

Figure 1.2: Digital around the world in 2018

1.6 Impact of social media

Social media influences on society in both positive and negative ways. We will point out

some of advantages and disadvantages of social media.

Advantages

� People from anywhere can connect with anyone regardless of the location and reli-

gion.

� Enhance your knowledge about any field and get educated from others.

� Spread awareness and innovate the way people live.

� Improve business sales and reputation.

� Creating communities to discuss and share related stuffs.

Disadvantages

� Personal data and privacy can easily be hacked and shared on the internet.
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� Threats, intimidation messages and rumors can be sent to the masses to create

discomfort and chaos in the society.

� Waste individual time that could have been utilized by productive tasks and activ-

ities.

� Privacy can be compromised by security agencies regarding any issue discussed over

the internet.

� Health issues like obesity, depression, anxiety when getting addicted.

1.7 Professional uses of social media

The rage of social media is taking over everyone nowadays. Billions of people use social

media for learning, marketing, shopping and decision making. We will present its different

uses:

1. Social media in education: Social media today made education anywhere and

anytime, many studies have confirmed that the majority of students spend more

time on social networking platforms which led institutions to integrate social media

into the classroom curriculum to serve as useful tool to enhance students’ learning.

This form of learning offers many benefits to both educators and students such as

encouraging the real time student engagement in courses to enhance the connection

between educators and students.

2. Social media in business: The importance of social media in business is growing

at warp speed. Marketing in social media is one of the strategies that both small

and big businesses use to reach their target audience and boost sales over time.

According to the statistics mentioned above, 3.484 billion social media users world-

wide which is about 42% of total population, this presents a great opportunity for

companies to share their content and bring new visitors to their websites or stores.

3. Social media in government: Social media is a powerful way for government

organisations to interact with people. In those platforms, government entities can

raise awareness about issues the public needs to know about and social media pro-

vides perfect avenues to remain transparent and clear with constituent as possible.
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According to a survey conducted by Open the Government, more than half of voters

want to see more authenticity and transparency in their government[15].

1.8 Social media constructing our reality

Although the internet may have provided an escapism from everyday life, it is mostly

mimicking it. Social media users’ content often highlights who they spend time with,

where they go and what they do. Day after day, post after post their content forms their

online identity. In this section, we present what is online identity in social media and how

to optimize it and briefly speak about fake profile.

� Online identity in social media: Also known as internet persona, is social iden-

tity that an internet user established during his connectivity. Online identity is not

the same as the real identity because the characteristics we present online differ

from the ones in the physical world but it reflects kinds of interaction that often

are the same from our real world interactions. The definition of identity is not only

shaped by the users with what they say about themselves but also what they do

,the content, the words, the images and videos they share, and the users and groups

with whom they interact.

� Optimization of online identity in social media: Your identity is who you are

and what you do. It was creepy and dangerous to use your real identity in social

media but the raise of those platforms changed that, starting from Friendster and

MySpace, people began sharing their real names, pictures and interests with other

people on the internet. In the following some basic tips to optimize identity in social

media:

– Pick your username :Your username tells people who you are ,you need to

figure out who you are going to be? are you a regular person ,a brand ,a person

representing a brand or a fictional character, this steps will affect who you are

able to connect and interact with.

– Think before sharing: Posting online is instant and permanent. Once you

post, you lose all control of what will happen to it. The cyber world is the

real world with the real consequences so make sure you always ask yourself
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the following question before you post a content is it true? Is it helpful? Is it

necessary? Do I have a permission? Is it legal?

– Choose where and with whom you share: It is necessary to distinguish

between what is shared in private and public profiles, make sure you’re only

sharing your information with the people you want to share with, but also in

direct messages to a single user who must be trustful and public messages to

a group.

� Fake profile: A fake profile is the representation of people that does not exist in

social media, it is a profile with fake details like name, and wrong images and other

information, or the account that appears might be of another person, company or

product.

– Why people fall for fake profile: One of the biggest problems in social

media is the fact that those platforms have created a lot of different avenues

that certain people abuse, most frequently through the creation of fake profiles.

In 2019, Facebook removed 3.2 billion fake accounts from its platform[16],

likewise 9 to 15 percent of twitters accounts are fake. Fake accounts are not only

in Facebook and twitter, Germany’s intelligence agency says that China used

fake LinkedIn profiles to spy on German politicians[17], but in the recent years

social media company begun hiring more people and using artificial intelligence

to detect those profiles and delete them.

Social media platforms have become a dominant source of data used by governments,

corporations and academics to study human society. All of these shared updates, inter-

actions generated by subscribers, these shared comments, images and videos, and all the

activities on social media come together to form extremely useful data. This is why we

chose social media data to do our research.

1.9 Conclusion

In this chapter, we have studied the different concepts necessary for understanding social

medias. As known, they take up a large place in daily life especially socially and profes-
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sionally which led us to be interested in detecting depression levels on social media which

is the subject of the next chapter.
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Chapter 2
State of art of depression prediction

2.1 Introduction

Computer science is widely used by all research fields. In mental health, machine learn-

ing can be used to develop a treatment plan and identify some key markers for mental

health disorders. Depression detection with machine learning is an automatic processing

task of languages and information extraction to determine them generally on two levels

(depressed, not depressed).

2.2 Depression (major depressive disorder)

Depression (major depressive disorder) is a medical illness that negatively affects how

a person feels, the way he thinks, moves and the way he processes and uses language.

Depression causes feelings of sadness and/or a loss of interest in activities once enjoyed.

Especially when long-lasting and with moderate or severe intensity, depression may be-

come a serious health condition. It can lead to suicide. Close to 800 000 people die due

to suicide every year[18].

It is a common illness worldwide, according to the World Health Organization (WHO),

there are more than 264 million people affected[19].

2.2.1 Depression Language

Scientists have long tried to pin down the exact relationship between depression and lan-

guage. In study recently published in Clinical Psychological Science[20]. The researchers
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across three studies they conducted a text analysis of 63 Internet forums (over 6,400 mem-

bers) using the Linguistic Inquiry and Word Count software to examine absolutism at the

linguistic level, they found that anxiety, depression, and suicidal ideation forums contained

more absolutist words than control forums. In another study published in sagepub, de-

pression influences use of first-person pronouns, whereas negative affect influences use of

third-person pronouns[21].

From those and other research studies we deduce that in depressed individuals, specific

patterns of a word’s usage have been identified.

Negativity

New research at the 2017 Pediatric Academic Societies Meeting in San Francisco suggests

that depressed person rarely used the word ”depressed” when describing their feelings,

but instead used other negative emotion words like ”down,” ”stressed,” or ”upset”[22].

Absolutes

The study also found that people with symptoms of depression commonly write and talk

in absolutist language[22]. They frequently say things like = “There is no solution”,

“Tomorrow doesn’t exist”, ”I’m never going to be able to do this”.

Pronouns

In the two researches we referred to below, people with depressive symptoms tend to use

more first-person pronouns. As the Doctor of Philosophy Mohammed Al-Mosaiwi writes

in a post for IFL Science:

”This pattern of pronoun use suggests people with depression are more focused on

themselves, and less connected with others. Researchers have reported that pronouns are

actually more reliable in identifying depression than negative emotion words”[23].

2.3 Machine learning

Machine learning is a field of Artificial Intelligence that makes a computer learn and act

like a human, it provides to the systems the ability to automatically learn and improve

from experience without being explicitly programmed. At a very high level, machine
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learning is the process of teaching a computer system how to make accurate predictions

when fed data.

Machine learning can be divided into categories according to their purpose, the main

categories are the following:

2.3.1 Supervised learning

It is referred to as learning with a teacher[33], in this type of machine learning the systems

are fed with massive labelled input in the training phase, where the data set are already

classified, which instruct the system what output should be obtained from each specific

input value. The most used algorithms in this categorie are the following:

Linear Regression

It is a technique used in predicting, forecasting, and finding relationships between quan-

titative data. Linear regression was developed in the field of statistics and is stud-

ied as a model for understanding the relationship between input and output numerical

variables[34]. For example, this technique can be applied to examine the relationship

between a company’s advertising budget and its sales. It can be also used to determine

if there is a linear relationship between a particular radiation therapy and tumor sizes.

Classifications techniques

Some practical examples of classification problems are: speech recognition, handwriting

recognition, bio metric identification, document classification, some of widely used classi-

fiers are :

� Logistic regression,

� Linear discriminant analysis,

� K-nearest neighbors,

� Trees,

� Neural Networks,

� Support Vector Machines.
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2.3.2 Unsupervised learning

It is when the input dataset are not labelled, instead the model itself work on its own to

discover patterns and information that was previously undetected. Figure 2.1 shows an

example of unsupervised learning algorithm named clustering.

Clustering

The most unsupervised learning used in this type of machine learning is the technique

where grouping points of data, typically, we may use clustering to discover classes within

the data. For example, an unsupervised learning method can take, as input, a set of

images of handwritten digits. Suppose that it finds 10 clusters of data. These clusters

may correspond to the 10 distinct digits of 0 to 9, respectively. However, since the training

data are not labeled, the learned model cannot tell us the semantic meaning of the clusters

found[35].

Figure 2.1: Clustering

2.3.3 Semi-supervised learning

Semi-supervised learning algorithms represent a middle ground between supervised and

unsupervised algorithms, It is the combination of supervised and unsupervised learning

methods. The inputs data has a few labeled data but the most of them are not labelled.

For example developing a model to detect fraud for a large bank. Some frauds are known,

but other instances of fraud are not, we can label the dataset with the fraud instances
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that we are aware of, but the rest of our data will remain unlabeled. The most used

algorithms in this approach are:

� Self training,

� Graph based algorithm,

� Generative model,

� Multiview algorithm.

2.3.4 Reinforcement learning

In this type, the purpose is to train a model to make sequence of decisions, The agent

learns to achieve a goal and takes actions in an environment, potentially a complexed one,

(see figure 2.2.)

Figure 2.2: Reinforcement learning
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as shown in Figure 2.2, the environment represents the outside world to the agent and

an agent takes actions, the agent tries to figure out the best actions to take, he receives

observations that consists a reward for his action and information about his new state.

Those rewards inform him of how good or bad was the action taken, and the observation

tells him what is his next state in the environment.

2.4 Machine learning and mental health

Recently, Neuroscientists and clinicians around the world are using machine learning

methods to assist mental health providers, to make decision on patients historical data,

as medical records, behavioral data and social media usage. One of the benefits is that

machine learning helps clinicians predict who may be at risk of a particular disorder. As

David Benrimoh a psychiatry resident at McGill University Machine learning really meets

a specific need that we have in psychiatry and that’s the need for personalization[36].

2.4.1 Identifying Biomarkers

Depression is a complex clinical entity that can pose challenges for clinicians regarding

the trial and error process to achieve the right dosage of medication and adopting the

right treatment plan. Individuals with major depressive disorder vary in their response to

antidepressant treatment. The Machine learning algorithms could help determine key be-

havioral biomarkers to help mental health professionals to develop more catered treatment

plans and medication dosages for their patients.

2.4.2 Predicting Crises

The important and the complex meantal health problem is the understanding when people

can be more prone to crises such as panic attacks, psychosis, manic states, migraines,

certain conditions such as Schizophrenia and Bipolar disorder have a higher risk of crises

occurring. Mental health professionals are responsible for minimizing the risk of crises for

patients. The usage of immense user data from their daily social media activities and the

usage of machine learning algorithms we mentioned below, the models can predict those

crises with the detection of stress, isolation, or exposure to triggers.

18



Chapitre 2 State of art in depression prediction

2.5 Related Work

Various studies have been conducted on the prediction of depression from social media

posts.

2.5.1 Predicting Depression Symptoms in an Arabic Psycholog-

ical Forum

In this study the researchers investigate the application of natural language processing

and machine learning on Arabic text for the prediction of depression[24]. The first stage

at every such study is the collection of data, the researchers have used the online forum

named ”Nafsany”[25] to get the data. It is an online platform where people from Arab

countries publicly share their stories to obtain feedback. Table 2.1 presents the statistical

characteristics of the collected corpus.

Caracteristic ARABDEP Corpus

Total posts 20000

Total words 4873544

Average words per post 467

Total characters 20919136

Table 2.1: Characteristics of the corpus

The second stage in this phase is the manual annotation or labelling with help of a

psychologist to distinguish between post with or without depression.

In the final stage, with the help of studies such as “Diagnostic and Statistical Man-

ual of Mental Disorders”[26], ”Quick Inventory of Depressive Symptomatology”[27], and

“Patient Health Questionnaire”[28], the researchers manually annotating the data ac-

cording to rules that are based on depression symptom classes identified from the studies

mentioned above [26].

Prediction models Lexicon-Based Approach

1. Construction of lexicons: the researchers first in this approach generate a de-

pression lexicon namely the ArabDep lexicon that collect depression-related terms
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with data collected above.

Figure 2.3: ArabDep creation methods

As shown in figure 2.3[26], The researchers used two methods for creating the Arab-

Dep Lexicon category-based lexicon method where they apply the N-gram a model

used in NLP [29] for both depression and non-depression related categories, they

build three n-gram collection (unigram, bigram, trigram). The second method is

using the psychologist class annotation mentioned above [26] to give high degree of

granularity, the annotation where “clear”, “low depression”, “strong depression”,

“no depression” and “could not decide”, the three annotation where labelled with

‘1’ and the last two with ‘0’, then repeat the process of the first method by using

N-gram model.

2. Rule-based algorithm: Given a text T, the algorithm utilizes the lexicon to

predict whether the sentence corresponds to depression symptoms or not based on a

threshold. In figure 2.4, the first example contains words from the ArabDep lexicon,

which are highlighted in grey, the number of depression-related words exceeds the

threshold for both RB and Hybrid-RB function so the post corresponds to depression

symptoms, the oposite in the second example. (See figure 2.4[26]).
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Figure 2.4: Rule-Based Algorithm

3. Machine-learning-based approach: The proposed framework is developed by

using ADA boost[30], decision trees, k-nearest neighbour, random forest, support

vector machine, and stochastic gradient descent.

Area under the curve-receiver operating characteristic curve for the proposed method in

figure 2.5 [26].

(a) (b)

Figure 2.5: (a): AUC = 0.78 for lexicon based approach (b): AUC= 72% for ML based

approach
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2.5.2 Predicting depression of social media user on different ob-

servation windows

In this study the researchers propose to predict user’s depression via Sina Weibo data[30],

Sina Weibo is one of the most popular Microblogging service providers in China[31]. They

build classification models for differentiating participants with high and low scores on self-

report depression measurement (CES-D)[32], and train regression models for predicting

the CES-D score of any individual user.

After applying Breadth-first search algorithm to get data of the users selected ,The

researchers instructed them to complete an online depression questionnaire CES-D com-

posed of twenty items between August 1 and August 15 2013. The score of CES-D is

presented in figure 2.6 [32].

Figure 2.6: CES-D score

How depression CES-D is rated: The questionnaire Scores range from 0 (lowest)

to 60 (highest), and patients are categorized into one of the following four groups: a)

not depressed (0–9 points), b) mildly depressed (10–15 points), c) moderately depressed

(16–24 points), or d) severely depressed (more than 25 points).

In this study the researchers used a Chinese text analysis software name’s ”WenXin”

to process the text of Weibo posts user’s[33], and they made matrices with the CES-D

scores and the extracted features after they used calculated correlation between features

and scores on CES-D to select sensitive features for indicating depression.

Models training and evaluation: They built the model using Logistic regression
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method and train the model with the calculation of the mean value and standard devi-

ation of depression scores in each matrix. Meanwhile they built regression models using

linear regression method. They run 10-fold cross-validation while training and testing

classification and regression models. For the two models the researchers got the corre-

lation coefficient between predicted scores and questionnaire scores ranged from 0.25 to

0.39 and the accuracy ranged from 63% to 82%.

2.6 Conclusion

In this chapter, we have defined the main foundations, methods and techniques of clas-

sification of feelings. The machine learning-based approach gives excellent results, this

makes this approach adapt to the words used in the corpus. However, the major advan-

tage is the need for manual annotation, which is difficult to achieve in large corpora. In

the next chapter, we describe, step by step our adopted solution in order to improve and

get better accuracy.
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Data preparation and global methodology

3.1 Introduction

Social networks have been developed as a great point for its users to communicate with

their interested friends and share their opinions, photos, and videos reflecting their moods

and feelings. This creates an opportunity to analyse social network data for user’s feelings

to investigate their moods and attitudes when they are communicating via these online

tools. It gives opportunities for people working in the health sector to get insight of what

might be happening at mental state of someone who posted a topic in a specific manner.

This chapter aims to detect whether the user is depressed, from the nature of his or

her tweets and activity in the network. It can be further used to identify other mental

illnesses and might even form an underlying infrastructure for new mechanisms that would

help detect and limit depression diffusion in social networks. We have used sentiment 140

dataset [37] since there are no public depression dataset, we used a dataset scraped by

twint [38]. The tweets are a text data, words in a sequence so we used Recurrent Neural

networks to build a model that doesn’t only consider the individual words, but the order

they appear in.

3.2 Dataset

In this section, we present all the dataset used in this report.
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3.2.1 Dataset 140 sentiment

Sentiment140 started as a class project from Stanford University. They assumed that

any tweet with positive emoticons were positive, and tweets with negative emoticons were

negative. They used the Twitter Search API to collect these tweets by using keyword

search. We built this using the following technologies[39]:

� Twitter API,

� Amazon EC2 (for the backend),

� Google Closure (for the JavaScript library),

� Google Visualization API (for the annotated timeline),

� Google Charts API (for the pie and bar charts),

� Google Sites (for this documentation),

� Google Spreadsheets (for our feedback form),

� Google Analytics.

This dataset is a csv file with emoticons removed, that contains 1600000 tweets.

Figure 3.1: Loading the dataset to panda dataframe

As shown in figure 3.1, the dataset has target attribute that defines the polarity of

the tweet (0=negative, 2=neutral, 4=positive), the id and the date of the tweet and the

two latest attributes are user and body of the tweet.
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The percentage of the polarity in 140 sentiment dataset is showed in figure 3.2.

Figure 3.2: The percentage of positive, negative and neutral tweet in 140 sentiment

3.2.2 Dataset depression tweets

Due to the lack of depressive tweets dataset, we used an existing one that is retrieved

using the Twitter scraping tool TWINT [40]. The scraped tweets may contain tweets

that do not indicate the user having depression because the dataset is just scraped with

keyword ‘depression’ so we manually checked it for better testing results. This dataset

is a csv file that contains 2345 tweets with two attributes, id and body of the tweet as

showed in figure 3.3.

Figure 3.3: Download an existing csv depression dataset

WordCloud the visual representation of text data in which the size of the words repre-

sents their frequency, in the figure 3.4, we spotted words that are indicative of depression
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in these tweets after the pre-treatment such as depression, anxiety, suffering, struggle,

sad, suffer. . .

Figure 3.4: Wordcloud plotting

3.3 Data pre-processing

The pre-processing is the most important step in any machine learning algorithm, it

transforms text into the form where the machine learning algorithm can perform. We

mention all the functions in these steps :

� Lowercasing: We lowercase all the text data so as not to have different output for

different variation for an input capitalization.

Figure 3.5: Example of lowercasing a random tweet

� Convert accented characters: Standardize and convert word with accent to

words without accent mark.

� Expand contractions: Expand contraction and short words for the purpose to

standardize the text.
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Figure 3.6: Example of applying expand contractions function

� Pre-processor clean python library: This library is specially designed for twit-

ter data and has a basic function such as removing URL’s, hashtags and remove

mentions because all we have mentioned doesn’t have any value for our adopted

model.

Figure 3.7: Pre-processor clean python library

� Remove numbers: Since numbers do not contain any information about sentiment

and depression, we remove them before processing the data, to do that, we first

convert number words to digital form and then remove them.

Figure 3.8: Example of removing numbers from text

� Remove stop words: Stop words are the common words used in a language, and

to get the best accuracy those words like ‘we’, ’I’, ’they’ are not helping for our

adopted model, so we remove them from all our data. The figure 3.9 shows an

example of a simple tweet processed with this function.
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Figure 3.9: Example of removing stop words method

� Lemmatization: Lemmatization is the method to convert the words to its base

form, it is the process to reduce a given word to its root.

Figure 3.10: Example of applying lemmatization

3.4 Word embedding

Word embedding is a technique for representing a word context by a vector where words

with the same meaning have a similar representation. There are many techniques to

implement this approach, for our adopted model we used Word2Vec. We discuss about

this pretrained google model in the following:

3.4.1 Word2Vec

This technique was proposed from Mikolov at Google in 2013, its purpose is to make the

neural network based of the embedding more efficient [41]. Word2vec can be obtained

using two methods, both of those techniques learn weights which act as word representa-

tions, we define them as follows:

Common Bag Of Words

This method tends to divine the probability of a word given a context as an input and tries

to predict the word corresponding to the context. The figure 3.11 shows the architecture

of common bag of words model where input is one hot encoded vector size V and the
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hidden layer contains N neurons and the output is a V length vector with elements being

the SoftMax values.

� Wvn is the weight matrix that maps the input x to the hidden layer.

� W’nv is the weight matrix that maps the hidden layer outputs to the final output

layer.

Figure 3.11: Common Bag Of Words schema

Skip Gram Model

This model follows the same topology as the first model (CBOW), it tries to predict the

source context words given a target word. We will talk more about this topology because

it is the one that is used to build the pre-trained model that we are going to use. First

thing is to create a vocabulary of all the words in the text and then encode each word as

the vector of the same dimension as the vocabulary where 1 represents the corresponding

word in vocabulary and 0 for the rest. This technique is called one-hot encoding, a simple

example is shown in the figure 3.12.

Figure 3.12: one-hot encoding vectors for an example
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Input layer: The inputs of the network will be the vector representation of each

word, for example if there are 10.000 unique words in the corpus, the one hot vector

length is 10.000 where only one is ‘1’ and the rest is 0.

Hidden layer: The context and the target pair are ready, the number of the neurons

in the hidden layer will define how the model embed one hot vector inputs, for example if

there are 300 dimension of the hidden layer, it means the model will create 300 features

for each word in the vocabulary. As we suggested in the example above, the model have

10.000 inputs so the first hidden layer had 10.000 connection from each element of the

inputs with only one input comes with ‘1’ and the rest are zeros, so only one weight will

be passed to the activation function for each word, and this is true for all 300 hidden

layers, so each word will have its own set of 300 weights which will represent the vector

of the word in the corpus.

Outputs layer: If we take the same example as above with 10.000 inputs, the outputs

layer will have the same length as the input one where each element in the output vector

has a value between 0 and 1 representing the probability of a particular word being nearby

for the given input word. This layer has a SoftMax activation function to convert the

output vector of the neuron network to a probability vector. The figure 3.13 shows a skip

gram neural network architecture with an example for ‘ants’ as an input word.

Figure 3.13: Neural network architecture for embedding words

3.4.2 Why not using our word2vec model

We mention two main reasons why not to use a scratch word embedding model:
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Sparsity of training data: The major problem is to get a dataset that has a large

volume of rare words, to build an efficient model we need to have a dataset that contains

a rich vocabulary with frequent words.

Low resource: To build such a model of neural network we need a lot of time and

well performed material to assure the efficiency of the results.

3.4.3 word2ev google news vectors

In our research, we used a pretrained word2vec model, it is word vector for a vocabulary

of 3 million words with 300 features and phrases that trained on 100 billion words from

google news dataset [41]. After loading the model with KeyedVectors module, we will

perform some functions as follows.

Figure 3.14: Loading word2vec google pre-trained model with keyedVectors

In the figure 3.14, as we see after loading the pretrained model that if we try to get

the cosine distance between the word depression and the word anxiety showed in equation

( 3.1) we get a 0.48, but if we try to get the cosine distance between the word depression

and the word happy it returns 0.91. That means the word depression is very close to the

word anxiety rather than the word happy.

We use cosine similarity for comparing the two vectors, which is defined as follows:

cos(t, e) =
te

‖t‖‖e‖
=

∑n
i=1 tiei√∑n

i=1 (ti)2
√∑n

i=1 (ei)2
(3.1)

3.5 Global architecture of our implementation

In this section, we globally define the two models used in our adopted solution for detecting

and predicting depression levels using twitter posts.
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Figure 3.15: Global architecture of adopted methodology

As the figure 3.15 shows, we hybridized convolutional neural network and long short-

term memory network in our implementation, we used CNN to extract high level features

and LSTM algorithm which is used to classify the sentences based on the features already

extracted by CNN.

3.5.1 Convolutional neural network

Is a type of neural network employed in image processing, however this model gives an

excellent result at learning spatial structure from textual data. In the text processing

instead of image pixels, the inputs of the CNN model are sentences or words represented

as vectors, and each row of the matrix is word2vec word embedding vector that we have

already created above, and when we talk about filter in text processing, it slides over rows

of the matrix, for the sliding window it varies, in the example shown in the figure 3.16

an embedding matrix used with the shape of 7*5 and the size of the region is (4, 3, 2).
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Figure 3.16: Architecture of convolutional neural network example

3.5.2 Long short-term memory model

It is an algorithm of recurrent neural network, it is capable to remember information for

a long period of time. LSTM is divided into three modules [42]:

Forget gate

� Controls what information to throw away from memory.

� Decides how much from the past you should remember.

Input gate

� Controls what new information is added to the cell state from current input.

� Decides how much from this unit is added to the current state.
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Output gate

� Conditionally decides what to output from the memory.

� Decides which part of the current cell makes it to the output.

Figure 3.17 presents a simple schema of long short-term memory model.

Figure 3.17: Long short-term memory model

3.6 Conclusion

In this chapter, we have presented a classification approach that contributes to the prob-

lem of depression prediction where we defined the dataset used in our work. Then we

applied a pre-processing technique on these data which are an English language tweets,

to minimize noise and remove ambiguity in order to improve the accuracy and quality of

the classification. In the next chapter, we discuss in depth the method we propose to use

and the results obtained when applying this method as well as a comparison with other

similar models to choose the best classification method.
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Chapter 4
Implementation and evaluation

4.1 Introduction

In this chapter, we present the tools and languages used to implement the hybrid convo-

lutional neural network with long short-term memory classifier and its accuracy result.

We also compare our adopted model accuracy with other models like naive bayes

classifier and tf-idf classifier.

4.2 Programming language

The programming language used in our project is python, according to TIOBE Commu-

nity python is classed as the second in the top ten programming languages in the world

[43]. It is used to develop GUI applications, websites, data science and data visualization

and it is highly recommended in machine learning and artificial intelligence. We choose

python due to its various libraries that allow to developers to perform complex tasks

without the need to rewrite many lines in the code.

4.3 Frameworks

4.3.1 Anaconda

Anaconda is a distribution of packages built for data science, its environment manager is

named conda which is used to install, uninstall and update packages. Conda is also used

to create environment for isolating projects that use different versions. One of the most
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used packages in this distribution is jupyter notebook which is an online notebook that

allows us to construct together computational information with narrative, multimedia and

graphs[44].

4.4 Libraries

To create a predicting depression levels from social media posts project we have used

built-in modules that helped us to get a standardized solution in our implementation, we

will define some of them in the following:

4.4.1 Pandas

It is a software library written in python used especially in data science and data analysis.

It offers operations for manipulating numerical tables and times series[45].

4.4.2 Numpy

Numpy is a python library written in C interpreted by Cpython, converted to bytecode

and then executed[46], numpy allows programmers to process with arrays, it provides

high performance in multi-dimensional array objects.

4.4.3 Keras

Keras is a high level neural networks API[47], written in Python and interfaceable with

TensorFlow. It was developed with the aim of allowing rapid experiments. Being able to

go from the idea to the result in the shortest time possible.

4.4.4 NLTK

The Natural Language Toolkit (NLTK) is a platform used to create text analysis programs[48].

4.4.5 Scikit-learn

Is a library developed in Python. It is dedicated to statistical learning and can be used

as middleware, especially for prediction tasks. It features various classification, regression

and clustering algorithms including support vector machines, random forests, gradient
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boosting, k-means and DBSCAN, and is designed to interoperate with the Python nu-

merical and scientific libraries NumPy and SciPy[49].

4.4.6 Gensim

It is an open source natural language processing library[50], used in various complex tasks

such as building word vectors, topic identifications and document comparisons.

4.4.7 Matplotlib

It is a popular python package used for data visualisation[51]. it uses an API to embed

plot in python applications.

4.5 Methodology

In this section, we demonstrate how we extracted the text features with convolutional

neural network and get the most important features and feed them into the long short-

term memory model to train the order of these features.

4.5.1 Convolutional neural network

Convolutional neural network is a popular algorithm used in computer vision, but the

model also gives an efficient result in sequence processing. We will demonstrate how we

applied the concept of convolution and filter model in our project. In the image processing

field, CNN slides window function over a matrix, the image is represented as matrix where

each entry corresponds to one pixel, and to get the full convolution it multiplies the value

of filter mask with the matrix value and slides the filter over the whole image. On the

other side in text processing instead of working with pixels, we have worked with word

embedding vectors. The figure 4.1 shows a sample matrix of word encoding.
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Figure 4.1: Example of word embedding matrix of a sentence

To get the matrix of the sentences inputs, we encoded each word as a unique token

in the vectorization process that we talked about in the 3rd chapter, those tokens are

assigned based on the frequency of the occurrence of a word in the dataset, for example if

we take the word “depression” it will have the associated token 1 because it is the most

common word in the dataset. We used the module Tokenizer from keras. preprocessing.

text package to map every word in our vocabulary with the token after pre-processing and

cleaning the dataset. In the figure 4.2 we show the tokens map and an example where

we get the token of the word “depression”.

Figure 4.2: Print token vocabulary content

We encode the sentences with the value of the token of each word in the sentence. We

define as default maximal length of every sentences as 140 words so we added 0 to all the

sentences to make their length equal. For example if we take the word “depression” his
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token is 1 so if we try to get the first vector of the embedding matrix as the figure 4.3 shows

we will get the vector representation of the word “depression”. We already discussed how

to get the element of the vector in chapter 3.

Figure 4.3: Matrix embedding of our vocabulary

The input of convolutional neural network will be the vector representation of each

word in the sentences, for example if we take the sentence “the world is great “ the matrix

input dimension will be 300*140 because for the input we will get only two words “world”

and “great” and others will be removed because they are stop words and add 0 element

to the vector to get all vectors equal.

Convolution over sentences

After we created the matrix input of each sentence we are able to apply slide window

to this matrix. In our project we used 1D convolutional kernel with filter size equal to

3 so the matrix filter will be 3*300. Then the filter will move one by one down on the

input sentences matrix and multiply each pair of word matrix with the weights value of

the kernel and sum them to get one output value for each move. The final result of all

moves will be a vector that contains 140 values. To extract more features in our network,

we have used multiple kernels with maxpooling operation which is an operation to force

the network to save only the maximum value of the output vector. The figure 4.4 below

shows how we implemented this model using keras library.
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Figure 4.4: Convolutional neural network with keras

The paramaters used in this model are the following:

Sequential: from the documentation of keras create a linear stack of layers and pass

the list of layer instance to the constructor[52].

Embedding layer: we used this layer to encode each word from the sentences input

with their representation from wor2vec embedding matrix.

Cov1d: we used cov1d convolution neural network because the output of the previous

layer will be a sequence of 1 dimension data. as parameter, we used 32 filters with 3 size

of each filter, it means it will process 3 sentences in each filter.

MaxPooling1d: this layer used to select the maximum elements from the region of

the feature map covered by the previous layer. Pool size means it will look at two value

in the map at a time, stride=1 means the pool will move by 1 value.

4.5.2 Long short-term memory

In the max pooling layer, we have kept the maximal values from each feature map. then

those vectors will be fed to LSTM one by one. LSTM keeps contextual information on

inputs by integrating a loop that allows information to flow from one step to the next, it

keeps those information using a mechanism called cell state, these information are stored

using neuron network called gates.

Forget gate

In this neuron the word from previous hidden state and the word in the current state will

be passed through the sigmoid function and get a value between 0 and 1 and the word

with a value closed to 1 will be forwarded (See figure 4.5).
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Figure 4.5: Forget gate

Input gate

As the concept of the previous gate, the words of the previous hidden state and the current

state will be passed to function to squish values between -1 and 1 to help regulate the

network, then the value will be multiplied with sigmoid output, the sigmoid function will

decide which information is important to pass to the cell state (See figure 4.6).

Figure 4.6: Input gate

Cell state

The forwarded information from the forget gate and input gate will be gathered. This

neuron will act as a memory unit of the LSTM model (See figure 4.7).
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Figure 4.7: Cell state

Output gate

This state decides what the next hidden state will be (See figure 4.8).

Figure 4.8: Output gate

For implementing this model, we have used LSTM method ”from keras.Layer” module,

for the input we feeded the output from the previous layer MaxPooling1D as Figure 4.8

shows.

Figure 4.9: LSTM layer implementation

The parameters of the model are the following :

� Input dim : this is dimensions of previous features. In our case 32*140 where 32

is the number of filters and 140 the size of each filter.

� Dense layer :It is Fully-connected layer where each neuron is connected to all of

the neurons from the next layer. It implements the operation output = X * W + b

where X is input to the layer in our case the output vector from LSTM model, and

43



Chapitre 4 Conception, implementation and evaluation

W and b are weights and bias of the layer. W and b are actually the values that

the neuron try to learn to get best accuracy.

4.6 Evaluation

In this section, we test the performance of our adopted model through which we quantify

its prediction quality, and comparing the labelled data with the predicted data.

Before we apply training for our adopted model, we split our dataset into 3 categories:

train, validation and test. As the figure 4.10 shows 60% is used for training, 20% for

validation data and 20% for test data.

Figure 4.10: Splitting data into train, validation and test data

4.6.1 The model accuracy

Accuracy is a way to measure how the model classifies the data correctly, it is exactly the

number of correctly predicted data points out of all the data points, mathematically it is

the number of the true predicted value divided by the number of the all data.
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Figure 4.11: Plotting accuracy value over epoch training

Figure 4.11 shows that the accuracy score for both train and validation data are

approximate, which means the model predicts the class of evaluation data as well as the

trained data.

4.6.2 The model loss

The loss is calculated in the learning process, it is interpreted as how the model gets

the right result over each epoch. It is the sum of errors for each epoch. In the figure

4.12, the average loss over each batch of training data and the complete model loss value

of evaluation data over epoch are very small which means there is no overfitting in our

training model. We used the parameter early stopping callback to avoid this problem, it

stops the training when the value loss increases.
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Figure 4.12: Plotting loss value over epoch training

4.6.3 Prediction accuracy of our adopted model

After the training phase has completed, we predict the test data class using the trained

model then we get the accuracy score of the orediction class by the original labels which

is 99.62 % (See figure 4.13).

Figure 4.13: Accuracy value of predicting test data with our adopted model

We can interpret this value as our trained model, it can detect depression from new

twitter posts that we don’t have in the dataset.

4.7 Baseline models

In this section we present the comparaison of our adopted model with some baseline

models such as tf-idf and naive bayes classifiers.
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4.7.1 Tf-idf

Term frequency-inverse dense frequency is a model that calculates how important the

word is by weighing its frequency of occurence in the document and computing how often

the same word occurs in other documents. If a word occurs many times in a particular

document but not in others, then it might be highly relevant to that particular document

and therefore is assigned more important[10]. In the figure 4.14, we implement the tf-idf

model using sklearn library.

Figure 4.14: Implementation of Tf-idf classifier using sklearn library

After training the model we get 98% accuracy score in predicting the class label of the

test data (See figure 4.15).

Figure 4.15: Accuracy value of predicting test data with our Tf-idf classifier

4.7.2 Naive bayes

This model applies bayes theorem, this theorem shows the relationship between condi-

tional probabilities and marginal probabilities in a probability distribution for a random

variable[53]. In our case it describes the probability of the tweet based on sentence words.

We have implemented the naive bayes classifier using MultinomialNB method from pack-

age sklearn.naive bayes and we feed the model with the data that is already split. The

figure 4.16 shows that we used sklearn.Pipline to encapsulate Countvectorizer, Tfidf-

Transformer and MultinomialNBin one object, each transformer will be fitted with the

output of the previous transformer.
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Figure 4.16: Implementation of naive bayes model with sklearn library

After the training we get 91.4% for the accouracy of the naive bayes model, the figure

below shows the output of the accuracy score function with comparing the label output

of the model and real class of the data.

Figure 4.17: Accuracy value of predicting test data with naive bayes classifier

4.8 Discussion

In this section we illustrate the different aspects that we used to compare our adopted

model with the models mentioned above.

4.8.1 Confusion Matrix

Is a summary of the results of predictions in the classification problem, this matrix helps

to understand how the classification model is confused when making predictions. This

makes it possible to know which mistakes were made (see table 4.1).
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predicted depression predicted no depression

depression TP FP

no depression FN TN

Table 4.1: Confusion matrix

Confusion matrix parameters are the following:

� True positive TP: positive class considered positive,

� True negative TN: negative class considered negative,

� False positive FP: negative class considered positive,

� False negative FN: positive class considered negative.

With the confusion matrix, we can calculate accuracy, precision, recall and f1-score

which are defined as follows:

Accuracy: Is defined as the percentage of correct predictions for the test data.

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

Precision: Is the ratio of correctly predicted positive class to the total predicted

positive labels.

Precision =
TP

TP + FP
(4.2)

Recall: Is the ratio of correctly predicted positive labels to the all observations with

the same class.

Recall =
TP

TP + FN
(4.3)

F1-score: It is the harmonic average of the combination recall value and accuracy

value.

F1Score = 2 ∗ Precision ∗Recall

Precision + Recall
(4.4)
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The different evaluation results are the following, (See table 4.2).

CNN-LSTM TF-IDF Naive-Baise

Accuracy 0.99 0.98 0.91

Precesion 0.96 0.99 0.99 0.98 0.90 1.0

Recal 0.96 0.99 0.93 0.99 1.0 0.48

F1-Score 0.96 0.99 0.96 0.99 0.95 0.65

depression
no depres-

sion
depression

no depres-

sion
depression

no depres-

sion

Table 4.2: Evaluation results

4.8.2 Time of prediction

Is the time that the model takes to predict the output of test data. The advantage of

baseline models is that they are much faster then our adopted model, but they give less

accuracy, the table 4.3 shows the different times that each model take to predict the class

label of the test data.

Hybrid Model (our implementation) 6.67 seconds

NaiveBayse 0.051 seconds

TF-IDF 2.842 secondes

Table 4.3: Time Prediction Comparaison

In our implementation, we used google colab free version with the following specifica-

tions:

� Processor: Intel(R) Xeon(R) CPU 2.20GHz.

� Radom Access memory: 12GB.

� Hard disk memory: 108GB.

� Graphics processing unit:NVIDIA Tesla K80.
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4.9 Conclusion

In this chapter, we have illustrated the different languages and development tools used to

implement the hybrid convolutional neural network and long short-term memory model.

We also presented the evaluation parameters applied to this model, with the objective of

testing them in terms of operation and the viability of depression detection responses. We

also implemented other baseline models like tf-idf and naive Bayes classifiers to compare

them with the proposed model. The two other models are better in the time of prediction

and the time of training but they give less accuracy and precision. The hybrid convolu-

tional neural network and long short-term memory model is better in terms of accuracy

and precision on the divided dataset.
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In the midst of the global COVID-19 pandemic. The stress of social isolation, the

worry about jobs, money, and health, and the profound feelings of loss that many of us

are experiencing at the moment can trigger depression.

During this crisis, social media becomes the most used space for public to express their

feelings and moods. Our main goal is to use our acknowledgement in artificial intelligence

and machine learning to develop a model that can detect and predict depression levels

from social media posts.

In order to achieve our goal, we have tried to understand the concepts of the convo-

lutional neural network and long short-term memory to hybridize those methods in one

model.

In this study, we presented how the famous convolutional neural network algorithm use

filters to extract features from a matrix and long short-term memory which is a particular

type of recurrent neural network that can use those features to classify and predict the

input sentences. We also presented all the necessary steps in the data preprocessing and

words embedding. Then we used those encoded data to implement the hybrid system in

order to train the model to detect and predict depression from social media posts.

The adopted model that we have implemented using the python language is the result of

a both theoretical and practical work. It gives a better performance in prediction accuracy

comparing to other baseline models like tf-idf and naive Bayes that we implemented in

this study.
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For future work, we can:

� apply this model in sentiment analysis,

� use immense depression dataset labelled by psychologists,

� use our adopted model in other languages,

� improve prediction time of our adopted model.
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