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#### Abstract

Optimization of reactive power dispatch (ORPD) problem is a key factor for stable and secure operation of the electric power systems. In this paper, a newly explored nature-inspired optimization through artificial ecosystem optimization (AEO) algorithm is proposed to cope with ORPD problem in large-scale and practical power systems. ORPD is a well-known highly complex combinatorial optimization task with nonlinear characteristics and its complexity increases as number of decision variables increase, which makes it hard to be solved using conventional optimization techniques. However, it can be efficiently resolved by using natureinspired optimization algorithms. AEO algorithm is a recently invented optimizer inspired by the energy flocking behavior in a natural ecosystem including in non-living elements such as sunlight, water and air. The main merit of this optimizer its high flexibility that leading to achieve accurate balance between exploration and exploitation abilities. Another attractive property of AEO is that it does not have specific control parameters to be adjusted. In this work, 3 -objectives version of ORPD problem are considered involving active power losses minimization and voltage deviation (VD), and Voltage stability index (VSI). The proposed optimizer was examined on medium- and large-scale IEEE test systems, including 30-bus, 118-bus, 300-bus and Algerian electricity grid DZA 114-bus ( $220 / 60 \mathrm{kV}$ ). The results of AEO algorithm are compared with well-known existing optimization techniques and results of comparison shown that the proposed algorithm performs better than other algorithms for all examined power systems. Consequently, we confirm the effectiveness of the introducing AEO algorithm to relieve the over losses problem, enhance power system performance, and meet solutions feasibility. One-way analysis of variance (ANOVA) has


been employed to evaluate the performance and consistency of the proposed AEO algorithm in solving ORPD problem.

Keywords: Artificial ecosystem optimization algorithm, optimal reactive power dispatch, real power loss, voltage deviation, voltage stability index, Large-scale test system.

| List of Symbols |  |
| :--- | :--- |
| $P_{\text {loss }} / V D$ | The total power losses/voltage deviation |
| $V S I$ | Voltage stability index |
| $\delta_{i j}$ | The voltage angle difference between $i$ and bus $j$ |
| $\theta_{j i} / V_{G i}$ | The phase angle of term $F_{j i} /$ voltage magnitude for generator at bus $i$ |
| $N_{P V}, N_{P Q}$ | The number of $P V$ and $P Q$ buses respectively |
| $G_{k}$ | Conductance of $k^{\text {th }}$ branch connected between bus $i$ and $j$ |
| $V_{i}, V_{j} / V_{L, N_{P Q}}$ | Voltage magnitude of bus $i$ and $j /$ Voltage magnitude for load bus $i$ |
| $Y_{i j} / S_{i}$ | The elements of bus admittance matrix/apparent power flow of branch $i$ |
| $P_{D, i} / Q_{D, i}$ | The active/reactive, load consumption at bus $i$ |
| $P_{G i} / Q_{G i}$ | The active/reactive power generation at bus $i$ |
| $P_{L, N_{P Q}}, Q_{L, N_{P Q}}$ | The active and reactive power at each load bus |
| $V_{i}^{\text {max }}, V_{i}^{\text {min }}$ | The maximum and minimum bus voltage magnitude at bus $i$ |
| $Q_{G i}^{\text {min }}, Q_{G i}^{\text {max }}$ | The minimum and maximum value of power generation at bus $i$ |
| $T_{k}^{\text {max }} / T_{k}^{\text {min }}$ | The maximum/minimum tap ratio of $k^{\text {th }}$ tap changing transformer |
| $Q_{C i}^{\min }, Q_{C i}^{\max }$ | The minimum and maximum VAR injection limits of shunt capacitor |
| $S_{i}^{\text {max }}$ | The maximum apparent power flow limit of branch $i$ |
| $N B / N T L$ | The number of buses in the test system/number of transmission lines |
| $N L B / N G$ | The number of load buses/The number of generators buses |
| $N T / N C$ | The number of the transformer taps /number of shunt capacitor banks |
| $\lambda_{V}, \lambda_{Q}, \lambda_{l}$ | The penalty factors |
| $X_{i}^{\text {lim }}$ | The limit value of the dependent variables $V_{i}^{\text {lim }, ~} Q_{i}^{\text {lim }}$, and $S_{i}^{\text {lim }}$ |
| $X_{i}^{\text {max }} / X_{i}^{\text {min }}$ | The maximum/minimum limit of state variables |

## 1. Introduction

Electric Power System Operators (EPSO) are constantly seeking out new strategies to meet operational planning challenges for reducing power losses and ensuring continuity of services with less damages on electrical equipment's.[1][2] Until this date, optimal reactive power dispatch (ORPD) solution is the principal key for modern electric grid control, as well as, operation.

ORPD is a well-known complex combinatorial optimization problem with nonlinear characteristics. It is a sub-case of optimal power flow (OPF) problem. The principal mission of the ORPD solution is to determine steady condition operation parameters of all electrical equipment's of power system except the power of generators.[3] Efficient adjustment of control variables provide many benefits advantages to Electric Power System Operators (EPSO), such as help to convey energy to all existing loads in the network with a minimum losses of power while satisfying various physical and operational constraints imposed. Consequently, proper adjustment of control variables also helps all electric elements operate under service voltage.

In the ORPD, the active power of all generators available in the electric grid are fixed and known, except that of the slack-bus (reference). In the power flow study, total generation must be equal to the sum of all demand-loads connected and losses in the grid. Generator connected in the slack-bus balances the active power and reactive power flow in the whole of grid. The ORPD aims to find the set of optimal solutions of controlled variables by which the solutions found correspond to a minimum value of the selected objective function (power losses, or voltage deviation, or voltage stability index), while satisfying various equality and inequality constraints. The control variables consists of generator voltages as continuous variables, tap position of tap-changing transformers, and required number of shunt capacitors as discrete variables. The signification or the physic sense of equality-constraints is met by load flow analysis that reflects balance between supply and demand, whereas inequalityconstraints are reflects the system operational and the security limits in the power system.

In the last decade, considerable complex research works have simulated using numerous nature-inspired optimization algorithms. These algorithms are inspired from evolution, swarm, biology and physics. Meta-heuristic algorithms can efficiently solve non-convex problem, non-differentiable objective-functions, and non-linear problems with mixed variables [4]. These solvers have ability to provide near-global solutions and have the capability to escape local ones, avoiding in premature convergence. Many meta-heuristic optimization techniques have been implemented to cope with ORPD problems. Thanh Long Duong et al. [5] presented a stochastic fractal search (SFS) method to solve optimal reactive power flow on the small-sized and medium test systems, while modified stochastic fractal search (MSFS) algorithm for ORPD was proposed by Thang Trung Nguyen et al. [6]. In addition, an improved gravitational search algorithm (GSA) associated with conditional
selection strategies (CSS) as novel constraints-handling method (GSA-CSS)for providing precise solutions to the ORPD problems [7], However, applied only on the medium-sized test systems and the reactive power of generators of IEEE 57-bus was enlarged to guarantee the feasibility of solutions. Also, the results obtained not compared with those reported works in the literature. Gaussian bare-bones teaching-learning-based optimization (GBTLBO) algorithm along with its modified version (MGBTLBO) for the ORPD problem with discrete and continuous control variables in the standard IEEE power systems was proposed in [8]. A hybrid technique named Gaussian bare-bones water cycle algorithm (GBWCA) [9] to solve ORPD problem was proposed. It has been applied on the medium-sized test systems IEEE 30bus and IEEE 118-bus. Simulation shows that the results are encouraging. Ehsan Naderi et al. [10] proposed a novel fuzzy adaptive heterogeneous comprehensive-learning of PSO to deal with different versions of ORPD problem. It applied it on the large-scale test systems. Souhil et al. $[11,12]$ proposed ant lion optimizer (ALO) and it version multi-objective (MOALO) algorithm to solve large scale power systems with discrete and continuous control variables. The experimental results show efficiency of algorithms with the feasibility of solutions. Also in [13] Souhil et al. proposed artificial bee colony algorithm to deal with discrete ORPD problem. Moth flame optimization (MFO) algorithm [14], and grey wolf optimizer (GWO) [15] were proposed for solving single objective ORPD problems. Again, however, the studies are limited on the medium test systems as IEEE 30-bus and IEEE 118-bus and only one objective function. Furthermore, a review study on meta-heuristic techniques applied to the ORPD field is presented in $[16,17]$ and the statistics of publication per year as per web of knowledge since last 25 years can be found in [18]. However, these algorithms potentially suffer from few disadvantages or limitations such as the susceptibility of falling into local optima, and the difficulty of tuning the main intrinsic parameters. In addition, the application of these algorithms on large-scale test systems is uncommon. With the huge exploration of characteristics nature-inspired optimizer techniques, there is no universal technique has been capable to solve all optimization problems. Moreover, the variability of objective functions due to the use diverse functions to formulate ORPD problem. Thus, there is an opportunity to solve complex-problems by suggesting or exploring effective meta-heuristic techniques able deal different ORPD formulations is necessity.

In the previous contribution, the basic ALO algorithm has been employed to deal with different single aims ORPD formulations. [11] The findings proving outperform of ALO
solver over some recent published ones. In another contribution [12], we have also utilized MOALO algorithm to solve the same cases implying a conflicting objectives in large-scale test system, IEEE 300-bus. In this paper, a novel intelligent technique-called artificial ecosystem optimization (AEO) algorithm is presented in the field of ORPD solution. The principal-contributions of this paper are summarized below:

1- To the authors' best knowledge, this is the first attempt to apply artificial ecosystem optimization (AEO) algorithm to solve that ORPD problem effectively.

2- The exploration, exploitation and analysis is presented for a novel AEO algorithm to cope with the ORPD problem. More detail of exploration, exploitation and analysis concept can be found in [19]

3- Verification and validation of the performance of AEO computing heuristic is substantiated on three well-known IEEE test systems, 30-bus, 118-bus, 300-bus, and on the practical Algerian electricity grid DZA 114-bus.

4- Carrying out a comparative study between the proposed outcomes of AEO algorithm and implemented state of the art optimization algorithms on the ORPD solution in field.

Furthermore, the following points describe the main characteristics or major benefits of AEO technique, which definitely serve as motivational factors to choose this optimizer for dealing such optimization tasks.

1. It benefits from a well balance of exploration and exploitation phases [20] that assists this optimizer to escape local minima.
2. The exploration phase can be improved during consumption scheme using two strategies: (i) via updating solutions offered by the production process and (ii) an individual randomly selected having higher energy level.[21]
3. It has the same probability to choose between three types of consumers during consumption process, which might lead to bring an approximate mathematical modeling.
4. The decomposition process allows updating the coordinates of solutions based on the best solution achieved within population via key factors that improve the quality of solution significantly.[22]
5. It only requires two external parameters to adjust, such as population-size and maximum number of iterations, which makes it simple to implement and smooth execution.
6. The AEO algorithm has an excellent convergence capability to reach near optimal solution efficiently. The first online stochastic algorithms for the quantification problem with rigorous theoretical analysis are presented in [23].

The rest of the article is organized as follows: Section 2 covers the problem definition, objectives and mathematical formulation of ORPD problem. The description of proposed method is presented in Section-3. Section 4 introduces the experimental results, discussion along with comparison findings with some of newly meta-heuristic algorithms. Section 5 reveals statistical results and conclusion is given in Section-6.

## 2. Problem formulation

The mathematical formulation of the ORPD problem is amply described as objective functions and constraints, where these functions are minimized while fulfilling equality and inequality constraints. The problem is formulated as follows:

$$
\begin{align*}
& \text { Min } \mathrm{F}=\text { Minimize } F_{\text {obj }}(x, u)  \tag{1}\\
& \text { Subject to: }\left\{\begin{array}{l}
g(x, u)=0 \\
h(x, u) \leq 0
\end{array}\right. \tag{2}
\end{align*}
$$

where $F_{F_{o b j}}(x, u)$ is the objective function, $g(x, \mathrm{u})$ equality constraints, $h(x, \mathrm{u})$ inequality constraints;
$x:$ is the vector of dependent variables, consisting of load bus voltages, reactive power of generators, and transmission lines loading. Mathematically, it is written as follows:

$$
\begin{equation*}
x^{T}=\left[V_{L} \ldots V_{L, N_{P Q}}, Q_{g, 1} \ldots Q_{g, N_{P V}}, S_{1} \ldots S_{N T L}\right] \tag{3}
\end{equation*}
$$

$u$ : is the vector of control variables, comprising the mixed control variables involving voltages of the PV-bus as (continuous variables), transformer tap settings and switching shunt capacitor banks as (discrete variables). Hence, $u$ is written as follows:

$$
\begin{equation*}
u^{T}=[\overbrace{V_{g, 1} \ldots V_{g, N_{P V}}}^{\text {continuous }} \overbrace{T_{1} \ldots T_{N T}, Q_{C 1} \ldots \ldots, Q_{C, N C}}^{\text {Discrete }}] \tag{4}
\end{equation*}
$$

In the present work, two different objective functions are considered:

- Minimization of total real power losses;
- Minimization of total voltage deviation (TVD); and
- Minimization of voltage stability index (VSI)


### 2.1 Objective functions

### 2.1.1 Objective 1: minimization of total active power losses

In general, the ORPD aims to minimize the total real power losses via an optimal adjustment to the control variables of the power system [24]. Mathematically, it is characterized as follows:

$$
\begin{equation*}
\mathrm{F}_{1}(x, \mathrm{u})=\min P_{\mathrm{Loss}}=\sum_{k=1}^{N T L} G_{k} \times\left(V_{i}^{2}+V_{j}^{2}-2 \times V_{i} \times V_{j} \times \cos \delta_{i j}\right) \tag{5}
\end{equation*}
$$

### 2.1.2 Objective 2: minimization of total voltage deviation (VD)

This objective function is introduced for ensuring the security of electric power system. This case aimed to reduce the load-bus voltages gap resulting from specified value and those obtained from calculations.

$$
\begin{equation*}
\mathrm{F}_{2}(x, \mathrm{u})=\min V D(x, \mathrm{u})=\operatorname{Minimize} \sum_{i=1}^{\text {Npq }}\left|V_{i}-1.0\right| \tag{6}
\end{equation*}
$$

### 2.1.3 Objective 3: Minimization of voltage stability index (VSI)

Liberalization of energy market lead to increasing demand for electricity, which makes operation of an electric power grids become close to their stability limits. Therefore, the continuous monitoring and control of power system via voltage stability enhancement is necessity in order to get more information's on the voltage drops. The operating interval of index L was set in [0,1] [25] The objective function to be minimized is defined as follow:
where $L_{j}$ of the $j^{\text {th }}$ bus is given by the following expression:

$$
\begin{equation*}
L_{j}=\left|1-\sum_{i=1}^{N_{p v}} F_{j i} \times \frac{V_{i}}{V_{j}} \angle\left\{\theta_{j i}+\left(\delta_{i}-\delta_{j}\right)\right\}\right| j=1,2, \ldots, N_{P Q} \tag{7}
\end{equation*}
$$

with

$$
\begin{equation*}
F_{j i}=\left|F_{j i}\right| \angle \theta_{j i}, V_{i}=\left|V_{i}\right| \angle \delta_{i}, \quad V_{j}=\left|V_{j}\right| \angle \delta_{j} \quad F_{j i}=-\left[Y_{1}\right]^{-1} \times\left[Y_{2}\right] \tag{8}
\end{equation*}
$$

$Y_{1}, Y_{2}, Y_{3}$, and $Y_{4}$ : are the sub-matrices of the system $Y_{\text {bus }}$ obtained after rearranging the $P Q$ and $P V$-bus bar parameters as shown in Eq. (9).

$$
\left[\begin{array}{l}
I_{P Q}  \tag{9}\\
I_{P V}
\end{array}\right]=\left[\begin{array}{ll}
Y_{1} & Y_{2} \\
Y_{3} & Y_{4}
\end{array}\right] \times\left[\begin{array}{l}
V_{P Q} \\
V_{P V}
\end{array}\right]
$$

### 2.2 System-Constraints

2.2.1 Equality constraints: are the power flow equations which are given below:

$$
\left\{\begin{array}{l}
P_{G i}-P_{d i}-\sum_{j=1}^{N B}\left|V_{i}\right| \times\left|V_{j}\right| \times\left|Y_{i j}\right| \times \cos \times\left(\theta_{i j}-\delta_{i}+\delta_{j}\right)=0  \tag{10}\\
Q_{G i}-Q_{d i}-\sum_{j=1}^{N B}\left|V_{i}\right| \times\left|V_{j}\right| \times\left|Y_{i j}\right| \times \sin \times\left(\theta_{i j}-\delta_{i}+\delta_{j}\right)=0
\end{array}\right.
$$

2.2.2 Inequality constraints represent the limits applied on the following variables.

$$
\begin{cases}V_{g, i}^{\min } \leq V_{g, i} \leq V_{g, i}^{\max }, &  \tag{11}\\ Q_{g, i}^{\min } \leq Q_{g, i} \leq Q_{g, i}^{\max }, & i=1,2 \ldots . . N g \\ V_{i}^{\min } \leq V_{i} \leq V_{i}^{\max } & i \in N B \\ T_{k}^{\min } \leq T_{k} \leq T_{k}^{\max } & k \in N T \\ Q_{C i}^{\min } \leq Q_{C i} \leq Q_{C i}^{\max } & i \in N C \\ S_{l} \leq S_{l}^{\max } & l \in N T L\end{cases}
$$

In this work, the concept of penalty functions is used, where only the violating variables such as ( $V_{i}, Q_{G}$, and $S_{l}$ ) are added to the $F_{o b j}$ in order to discard any unfeasible solution obtained during the optimization process. Then, the modified objective function is written as follows:

$$
\begin{equation*}
F=F_{o b j}(x, \mathrm{u})+\lambda_{V} \times \sum_{i=1}^{N_{P Q}} \Delta V_{i}+\lambda_{Q} \times \sum_{i=1}^{N G} \Delta Q_{i}+\lambda_{l} \times \sum_{i=1}^{N T L} \Delta S_{i} \tag{12}
\end{equation*}
$$

where $\lambda_{V}, \lambda_{\varrho}$, and $\lambda_{l}$ are the penalty factors; $X_{i}^{\text {limit }}$ is the limit value of each of the following variables: $V_{i}, Q_{i}$ and $S_{i}$

$$
\Delta X_{i}= \begin{cases}\left(X_{i}^{\min }-X_{i}\right)^{2} & \text { if } X_{i}<X_{i}^{\min }  \tag{13}\\ \left(X_{i}-X_{i}^{\max }\right)^{2} & \text { if } X_{i}>X_{i}^{\max } \\ 0 & \text { if } \quad X_{i}^{\min } \leq X_{i}<X_{i}^{\max }\end{cases}
$$

## 3. Artificial Ecosystem Optimization (AEO) And Mathematical Formulation

Artificial Ecosystem Optimization (AEO) algorithm is a novel nature-inspired technique was first proposed by Weiguo Zhao et al., in [26] to efficiently tackle engineering optimization problems. An ecosystem is a group of living organisms such as animals, people, and plants live together in a particular area and it explains the correlation between them. Ecosystem is first divided to two parts: (i) living and (ii) non-living organisms. The living organisms include people, animals, plants, and bacteria and the non-living organisms include water, lawn, and sunlight. AEO is a population-based algorithm that mimics the behaviors of living organisms in nature, production, consumption, and decomposition processes on the surface of earth. The principal effort to maintain ecological equilibrium in an ecosystem is the flow of energy and the food resources. An ecosystem classifies the living elements into three distinct groups of organisms, namely, producers, consumers, and decomposers. The first group is the producer, which is the plants (An autotroph) since they produces its own energy through photosynthesis. The second is the consumer like animals, which depend on the other organisms which depend on one another either by its family or from the producer for gets energy. The third class of living organisms is the decomposers, which include most bacteria and fungi. Once an organism is died, the decomposers starts to break down the remain matter and converting them into a novel energy in form of water, minerals, and carbon dioxide. Then, these simple molecules serve as feeding source to the producers to again produce sugar and oxygen through photosynthesis and the process of cycle will be repeated.

The three kinds of living organism interact in many ways with each other in forming a food chain, which can guarantee a stable flow of energy within it. Some organisms feed from other ones proportional to the level of force and draws the path of energy in an ecosystem.

In an ecosystem, food web is made up of numerous interconnected and overlapping food chains, which describes a different ways of interconnections between them. These chains sorts the organisms based on their energy level. The producers are located usually at the up of the web food, whereas, the consumers are positioned at a higher level than what it consumes and they considered the most complicated one compared with others organisms. Figure 3 depicts
the path of energy in an ecosystem. From the Figure 3 it can be seen that organism with higher energy is assigned at the top of food grid whereas the lower energy organism is located at the bottom of the food grid.


Fig. 3. Flow energy in an ecosystem; (a) food chain, (b) food web

As noted earlier, operation principal of AEO algorithm based on three phases, involving production, consumption, and decomposition. The first operator is the Producers. The first operator is carry to enhance the balance between the diversification and intensification abilities, while consumption was dedicated to exploitation process and the decomposition to ameliorate the exploitation process in this AEO. For each population, there is only one producer and one decomposer, while the remaining ones are the consumers. The fitness value is represented to the energy level of the each associated individual in a population. In other words, the individuals are sorted in a descending order according to their energy.


Fig. 4. A graph theory for an ecosystem based on the AEO.

### 4.2 Production

In this ecosystem, the candidates that have worst value of the function fitness are classified as the best ones, while the worst candidates correspond to the higher fitness value. The worst candidate $\mathrm{x}_{1}$ associates with the highest energy level (Producer), whereas the best candidate $\mathrm{X}_{\mathrm{n}}$ attached with lowest level of energy (Decomposer). The rest of candidates of the population are consumers: $\mathrm{x}_{2}, \mathrm{x}_{5}$ defined by herbivores, $\mathrm{x}_{3}, \mathrm{x}_{7}$ omnivores and $\mathrm{x}_{4}$ with $\mathrm{x}_{6}$ are carnivores.

The producer combines carbon dioxide, water, sunlight, and organic matter resulted from the decomposer to produce their food (energy) as sugar and oxygen. In this algorithm, the producer associated with lowest fitness value is updated according to their limits in search space. Based on this update, the other individuals in the population will try to update their positions. In AEO, the production operator generates a new individual to replace the old one between the better candidate ( $\mathrm{X}_{\mathrm{n}}$ ) and a randomly generated candidate ( $\mathrm{X}_{\mathrm{rand}}$ ) in the search space. Mathematically can be expressed as follows:

$$
\begin{gather*}
X_{1}(t+1)=(1-a) X_{n}(t)+a \cdot X_{\text {rand }}(t)  \tag{14}\\
a=\left(1-\frac{\text { iter }}{\text { max_iter }}\right) r_{1} \tag{15}
\end{gather*}
$$

$$
\begin{equation*}
X_{r a n d}=l b+r(u b-l b) \tag{16}
\end{equation*}
$$

### 4.3 Consumption

Once the production operator is attained, the consumers start to perform the consumption operator in order to obtain food energy. In this phase, the consumers eat other consumer of a low energy or a producer or the both together. Afterwards, the Levy flight concept is utilized in an effort to improve the exploration patterns. The Levy flight usually mimics the real searching mechanism of animals. A consumption parameter treated by the Levy flight concept is defined as follows:

$$
\begin{gather*}
C=\frac{1}{2} \frac{v_{1}}{v_{2} \mid}  \tag{17}\\
v_{1} \sim N(0,1), \quad v_{2} \sim N(0,1) \tag{18}
\end{gather*}
$$

Where $N(0,1)$ is a normal distribution of $\{$ mean $=0$ and $\mathrm{STD}=1\}$. This consumption factor is mainly very helpful for each living consumers for gaining the food by utilizing the possible hunting techniques.

If a consumer is randomly picked as herbivore, it will eat only the producers. This behavior is expressed mathematically by Eq. (19):

$$
\begin{equation*}
X_{i}(t+1)=X_{i}(t)+C .\left(X_{i}(t)-X_{1}(t)\right), \quad i \in[2, \ldots \ldots, n] \tag{19}
\end{equation*}
$$

In case of a consumer is picked as a carnivore, then it will eat only consumers having lower fitness value. This behavior can be represented by Eq. (20).

$$
\left\{\begin{array}{l}
X_{i}(t+1)=X_{i}(t)+C .\left(X_{i}(t)-X_{j}(t)\right), i \in[3, \ldots \ldots, n]  \tag{20}\\
j=\operatorname{randi}([2 i-1])
\end{array}\right.
$$

With the last case of consumption phase, when the consumer is considered as an omnivore, then it will be able to eat other consumers having higher energy level and producers too. This behavior is given by Eq. (21)

$$
\left\{\begin{array}{l}
X_{i}(t+1)=X_{i}(t)+C \cdot\left(r_{2}\left(X_{i}(t)-X_{j}(t)\right)\right)+\left(1-r_{2}\right)\left(X_{i}(t)-X_{j}(t)\right)  \tag{21}\\
i \in[3, \ldots \ldots, n] \\
j=\operatorname{randi}([2 i-1])
\end{array}\right.
$$

### 4.4 Decomposition

Decomposition parameter is more important for the AEO, which act after each death of any individual in the population to decay the residues of that individual. To gain an approximate mathematical model of this behavior, some parameters such as the decomposer factor D , weight variables e and h are considered.

To gain an approximate mathematical model of this behavior, some parameters such as the decomposer factor D , weight variables e and h are considered. Then, each individual $\mathrm{X}_{\mathrm{i}}$ updates its coordinates based on the decomposer $\mathrm{X}_{\mathrm{n}}$ and through predefined parameters: such as $\mathrm{D}, \mathrm{e}$, and h based on the following equations:

$$
\begin{align*}
& X_{i}(t+1)=X_{n}(t)+D \cdot\left(e . X_{n}(t)-h \cdot X_{i}(t)\right), i=1, \ldots \ldots . n  \tag{22}\\
& D=3 u, u \sim N(0,1)  \tag{23}\\
& e=r_{3} \cdot \operatorname{randi}([12]-1)  \tag{24}\\
& h=2 . r_{3}-1 \tag{25}
\end{align*}
$$

The optimization process in AEO starts with a population of individuals in which randomly generated into research space, then at each iteration the first individual (producer) updates its coordinates according to the Eq. (14), while other candidates in the population will hence try to update their coordinates based on its own best consumer by using Eqs. (15), (16), and (17), except in the case of the individual having a highest fitness value, then the position of that individual will be updated by using Eq. (19). All aforementioned updates are repeated until a terminal criterion is satisfied. Finally, the optimal or near-optimal solution that corresponds to a best individual found so far is memorized.

## Algorithm 1: Pseudo code of the proposed load scheduling optimization algorithm

1

Read input power system-data (line data + bus data) and set the control variable limits
Input= Setting variables: pops-ize, Max-iter, dim, define lb and ub Generate initial population for an ecosystem $X_{i}$; i.e., Initialize random values of position of populations i.e. for each individual in population is a randomly generating a string of real values within their control variable defined by vector $u$.
Evaluation: run power flow for every candidate solution and calculate selected objective function $\mathrm{F}_{\mathrm{Obj}_{-i}}$
Select best candidate solution, $F_{\text {Best }}$ and saved it; Find $X_{\text {Best }}$ from Pop $F_{t}$, i.e., parameters of control variables correspond to the best candidate solution $F_{\text {Best }}$

```
for Iter = 1 to Max-Iter do
```

a (linearly decreased from 1 to 0), and Parameters: param.u, param.v, and param. $\mathbf{C}$
Update the Position X1, according to Equation (14)
for $\mathrm{i}=3$ to PopSize do
if $r<1 / 3$ or if $1 / 3<r<2 / 3$
Update the Position Xi, according to Equations (19)-(21)
end if
Evaluate the ObjFun for eah Xi according to Equation (1)
if $\operatorname{ObjF}_{i} \leq \operatorname{ObjF}(\mathrm{i}-1)$ then
replace the previous Position with the new one
end if
Find the BestOne so far
Assign a new position by using Equation (22)
end for
for $\mathrm{i}=1$ to PopSize do
Evaluate the ObjFun for eah Xi according to Equation (1)
if $\operatorname{ObjF}_{i} \leq \operatorname{ObjF}(\mathrm{i}-1)$ then
replace the previous Position with the new one

## end if

Find the best one found so far
end for
end for
Select the best position (solution) achieved so far and memorize it
end for
Return optimum solution ( $X_{\text {best }}$ ) and display results of: PLoss/VD/VSI, $V g$, Tap, and $Q_{C i}$


Fig. 5. Flowchart of AEO algorithm

The Pseudo-code of the proposed ORPD optimization algorithm is described in Algorithm 1. The Figure 5 shows the flowchart of proposed AEO algorithm.

## 5. Numerical Result and Discussion

To check the capability and robustness of the proposed AEO in solving three single ORPD formulations, the optimizer is executed on the IEEE 30-bus, IEEE 118-bus and IEEE 300-bus test systems as well as on the Algerian electricity grid DZA 114-bus. Furthermore, to validate the AEO algorithm, the well-known recently contributions published by ASOC are considered as competitors to solve ORPD cases. The algorithm was implemented in the MATLAB

Platform 7.10 and the simulation conducted on Laptop with a 1.90 GHz processor and 4 GB RAM. An empirical study was conducted to select the population size, i.e., we study the effect of population size on the performance of the AEO technique, in which 30 trial runs has been performed under different of population sizes like $20,30,40$, and 70 . The results of this study not introduced, but we only indicate that 30 individuals of population give best results for all case studies. For that reason, in all simulation cases, population size is specified as 30 individuals and maximum number of iteration is fixed 100 for IEEE 30-bus, 200 for DZA 114-bus, IEEE 118-bus and IEEE 300-bus test systems. For the purpose of comparison, in all simulation cases, we considered all control variables as continuous except those of Algerian power system DZA 114-bus. The number of hard variables and initial conditions were taken from [16,17].
Table 1. Description of all test-systems characteristics used in this article

| Description | IEEE 30-bus | IEEE 118-bus | IEEE 300-bus | DZA 114-bus |
| :--- | :---: | :---: | :---: | :---: |
| Buses, $N_{B}$ | 30 | 118 | 300 | 114 |
| Generators, $N_{G}$ | 6 | 54 | 69 | 15 |
| Transformers, $N_{T}$ | 4 | 9 | 107 | 16 |
| Shunts, $N_{Q}$ | 9 | 14 | 14 | 7 |
| Branches, $N_{E}$ | 41 | 186 | 411 | 175 |
| Control variables | 19 | 77 | 190 | 38 |
| Discrete variables | 6 | 21 | 121 | 23 |
| Base case for P $_{\text {Loss }}$, p.u. | 5.880 | 132.863 | 408.316 | 67.447 |
| Base case for VD, p.u. | 1.4942 | 1.43933 | 5.4286 | 3.82 |
| Base case for L-index | 0.1798 | 0.0694 | 0.4135 | 0.3421 |

Table 2. Control variables settings for all power systems

| Test system | Variables | Lowe | Upper | Step |
| :---: | :---: | :---: | :---: | :---: |
| IEEE 30-bus [11] | $\mathrm{V}_{\mathrm{PV}}$ and $\mathrm{V}_{\mathrm{PQ}}$ | 0.95 | 1.1 | Continuous |
|  | T | 0.9 | 1.1 |  |
|  | Q-shunt (9) | 0 | 5 |  |
| IEEE 118-bus | $\mathrm{V}_{\mathrm{PV}}$ and $\mathrm{V}_{\mathrm{PQ}}$ | 0.95 | 1.05 | Continuous |
|  | T | 0.9 | 1.1 |  |
|  | Q-shunt (14) | See in [15] |  |  |
| IEEE 300-bus [27] | $\mathrm{V}_{\mathrm{PV}}$ and $\mathrm{V}_{\mathrm{PQ}}$ | 0.9 | 1.1 | Continuous |
|  | T | 0.9 | 1.1 |  |
|  | Q-shunt | See in [28] |  |  |
| DZA 114-bus | $\mathrm{V}_{\mathrm{PV}}$ and $\mathrm{V}_{\mathrm{PQ}}$ | 0.9 | 1.1 | Continuous |
|  | T | 0.9 | 1.1 | 0.01 |
|  | Q-shunt | See in [29] |  | Discrete |

### 5.1 IEEE 30-bus test system [9][30]

This test system has 6 generators (PV buses) at buses $1,2,5,8,11,13$ while the rest are the load buses (PQ buses), 4 Transformers with off nominal tap ratio at the branches 11, 12, 15, and 36 , as well as 9 shunt compensators at bus bars $10,12,15,17,20,21,23,24$, and 29 taken from [31]. The load demand is $(2.834+\mathrm{j} 1.262)$ p.u; its full data is given in [32]. In IEEE 30-bus test system, the upper and lower voltages bounds of all buses are chosen to be 1.1 p.u. and 0.95 p.u., respectively. The limits for other decision variables are taken from [5][33].

In this part, the adopted objective function is the real power loss minimization by means of the AEO, ALO, and NBA algorithms. Fig. 6 shows the convergence curves of the considered optimizers and, as noticeably, the AEO algorithm converges to high quality solutions in the first quarter of iterations. Based on the convergence plot presented in Fig. 6, it can be seen that AEO algorithm achieve the global optimal power losses in only $35^{\text {th }}$ iteration.

In addition, it can be seen that the AEO technique outperforms the NBA and ALO methods in terms of convergence characteristic as well as solution merit. The best settings of the control variables obtained via the implemented techniques AEO, NBA, and ALO are reported in Table 3. In the 30 independent runs performed, proposed AEO found the best solution. It can be seen that the real power loss achieved via AEO, NBA, and ALO algorithms are is 4.5262 MW, 4.5529 MW and 4.5919 MW, respectively. Fig. 7 illustrates the performance of AEO for 30 independent run of executions. It observed that the best and worst solutions are very close, with a difference of $0.3 \%$. Noticeably, it was explored that a number of optimizers published seem to have violated the feasibility boundaries, rendering the solutions infeasible.

Compared recalculated results with obtained ones provided in Table 3, It clearly appears that all of implemented algorithms such as ALO, NBA, and proposed AEO gives exact values and insure the feasibility of solutions by keeping all state variables within the specified limits. The voltage profile at load buses-(PQ buses) for IEEE 30-bus is illustrated in Fig. 8.

Table 3. Solution of minimum power losses (MP) for IEEE 30-bus test system

| Control variables | $\begin{gathered} \hline \mathbf{F A} \\ {[30]} \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{D E} \\ & {[24]} \\ & \hline \end{aligned}$ | $\begin{gathered} \hline \text { QOTLB } \\ {[34]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { TLBO } \\ {[34]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { BBO } \\ {[35]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { ALO } \\ {[33]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { GSA } \\ {[30]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { MFO } \\ {[14]} \\ \hline \end{gathered}$ | NBA | ALO | AEO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Generator Voltage (p.u) |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{V}_{1}$ | 1.1000 | 1.1000 | 1.1000 | 1.1000 | 1.1000 | 1.1000 | 1.0999 | 1.1 | 1.1 | 1.1000 | 1.1000 |
| $\mathbf{V}_{2}$ | 1.0644 | 1.0931 | 1.0942 | 1.0936 | 1.0944 | 1.0953 | 1.0743 | 1.0943 | 1.0951 | 1.0953 | 1.0944 |
| $\mathrm{V}_{5}$ | 1.0745 | 1.0736 | 1.0745 | 1.0738 | 1.0749 | 1.0767 | 1.0749 | 1.0747 | 1.0775 | 1.0764 | 1.0751 |
| $\mathrm{V}_{8}$ | 1.0869 | 1.0756 | 1.0765 | 1.0753 | 1.0768 | 1.0788 | 1.0768 | 1.0766 | 1.0792 | 1.0787 | 1.0770 |
| $\mathrm{V}_{11}$ | 1.0916 | 1.1000 | 1.1000 | 1.0999 | 1.0999 | 1.1000 | 1.0999 | 1.1 | 1.0960 | 1.0916 | 1.1000 |
| $\mathrm{V}_{13}$ | 1.0999 | 1.1000 | 1.0999 | 1.1000 | 1.0999 | 1.1000 | 1.0999 | 1.1 | 1.0998 | 1.0862 | 1.1000 |
| Tap ratio (p.u) |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{T}_{11}$ | 1.00 | 1.0465 | 1.0664 | 1.0251 | 1.0435 | 1.01 | 1.00 | 1.0433 | 1.0313 | 1.0333 | 1.0392 |
| $\mathrm{T}_{12}$ | 0.94 | 0.9097 | 0.9000 | 0.9439 | 0.9011 | 0.99 | 0.93 | 0.9 | 0.9424 | 1.0004 | 0.9000 |
| $\mathrm{T}_{15}$ | 1.00 | 0.9867 | 0.9949 | 0.9992 | 0.9824 | 1.02 | 0.98 | 0.9791 | 1.0009 | 1.0361 | 0.9729 |
| $\mathrm{T}_{36}$ | 0.97 | 0.9689 | 0.9714 | 0.9732 | 0.9691 | 1.000 | 0.97 | 0.9647 | 0.9854 | 0.9976 | 0.9632 |
| Capacitor Banks (MVAR) |  |  |  |  |  |  |  |  |  |  |  |
| $Q_{\text {C-10 }}$ |  | 5.0000 | 5.0000 | 5.0000 | 4.9998 | 4 | 3.7 | 5 | 4.2055 | 4.9477 | 4.9948 |
| $Q_{\text {C-12 }}$ | 4 | 5.0000 | 5.0000 | 5.0000 | 4.987 | 2 | 4.3 | 5 | 5 | 4.8343 | 4.9963 |
| $Q_{\text {C-15 }}$ | 3.3 | 5.0000 | 5.0000 | 5.0000 | 4.9906 | 4 | 3.7 | 4.8055 | 3.3446 | 4.5170 | 4.8409 |
| $Q_{C-17}$ | 3.5 | 5.0000 | 5.0000 | 5.0000 | 4.997 | 3 | 2.2 | 5 | 5 | 4.7030 | 4.9985 |
| $Q_{C-20}$ | 3.9 | 4.4060 | 4.45 | 4.57 | 4.9901 | 2 | 3.1 | 4.0623 | 4.3974 | 3.5384 | 4.2895 |
| $Q_{C-21}$ | 3.2 | 5.0000 | 5.00 | 5.00 | 4.9946 | 4 | 3.9 | 5 | 4.9844 | 4.5841 | 5 |
| $Q_{C-23}$ | 1.3 | 2.8004 | 2.83 | 2.86 | 3.8753 | 3 | 4.2 | 2.5193 | 4.8984 | 4.8054 | 2.6464 |
| $Q_{C-24}$ | 3.5 | 5.0000 | 5.00 | 5.00 | 4.9867 | 5 | 4.4 | 5 | 3.7526 | 4.9123 | 4.9998 |
| $Q_{C-29}$ | 1.42 | 2.5979 | 2.56 | 2.58 | 2.9098 | 5 | 2 | 2.1925 | 2.8649 | 2.8453 | 2.2293 |
| $\mathbf{P}_{\text {Loss }}$ (MW) | 4.5691 | 4.5550 | 4.5594 | 4.5629 | 4.5511 | 4.59 | 4.54 | 4.534 | 4.55293 | 4.5919 | 4.5262 |
| $\begin{aligned} & \hline \mathbf{P}_{\text {Loss }} \\ & \text { Calculated } \end{aligned}$ |  | 4.532 | 4.535 | 4.538 | 4.532 | 4.590 | $4.952^{(\mathrm{a})}$ | 4.527 | 4.553 | 4.592 | 4.526 |
| VD | 1.7752 | 1.9589 | 1.9057 | 1.8760 | NA | NA | 1.92 | NA | 1.5270 | 1.2210 | 1.83 |
| L-index | NA | 0.5513 | 0.1273 | 0.1278 | NA | 0.1307 | NA | NA | 0.1285 | 0.1323 | 0.1250 |
| CPU (s) | NA | NA | NA | NA | 110 | 98 | NA | NA | 65 | 85 | 116 |

Bold results are the Best one achieved by AEO


Fig. 6. Convergence characteristic of IEEE 30 -bus system for $P_{\text {Loss }}$ minimization


Fig. 7. Performance of 30 individuals for 30 independent execution runs

### 5.1.1 Results of IEEE 30-bus when increasing iterations number to $1 \mathrm{k}, 10 \mathrm{k}$ and 50 k

The minimum losses $P_{\text {loss }}$ are presented in Table 3.1. It can be seen that there is no a difference between NBA and AEO algorithms and slight difference with ALO algorithm. We can conclude that consistency of NBA is very well to find near-optimal solution and competitor to the proposed AEO algorithm in the medium-sized test system.

Table 3.1 Results of IEEE 30-bus vs. iteration numbers

| Algorithms | NBA |  |  | ALO |  |  | AEO |  |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Iteration | 1 k | 10 k | 50 k | 1 k | 10 k | 50 k | 1 k | 10 k | 50 k |
| $\mathbf{P}_{\text {Loss }}$ (MW) | 4.5267 | 4.5261 | 4.5261 | 4.5736 | 4.5621 | 4.5516 | 4.5261 | 4.5261 | 4.5261 |
| VD (p.u.) | 1.575 | 1.5519 | 1.5519 | 1.292 | 1.3359 | 1.415 | 1.5519 | 1.5519 | 1.5519 |
| L-index | 0.1247 | 0.1249 | 0.1249 | 0.1283 | 0.1278 | 0.1264 | 0.1249 | 0.1249 | 0.1249 |

### 5.2 IEEE 118-bus test system [32]

IEEE 118-bus test system consist of one hundred eighty-six branches, fifty four generators, sixty four load buses, nine branches under load tap-changing transformers and fourteen reactive power sources. The load demand is $(42.42+\mathrm{j} 14.38)$ p.u., under base power of 100 MW. The complete data can be found in [27]. The minimum and maximum limits of variables can be found in [14]. Two cases are considered as follows:

Case 1: minimization of $P_{\text {Loss }}$.
Case 2: minimization of $V D$.

Case 1: Minimization of active power losses

Table 4 shows the obtained findings of active power losses minimization case and the corresponding control variables settings for IEEE 118 bus test system. The results confirm that the proposed AEO is able to provide the best result than other optimization techniques listed, both with respect of the solution quality and validity. From the results of this case, AEO reduces the power losses to 115.302 MW , i.e., 3.78 \% less than ALO, $6.14 \%$ less than NBA 0.97 \% less than MFO, 4.63 \% less than GWO, 10.13 \% less than OGSA, 13.57 \% less than PSO, 10.81 \% less than GSA. These significant values reflect substantial improvement in the achieved findings. Fig. 8 shows the bus voltage profiles for the best obtained solutions. Remarkably, the magnitude of voltages is exactly inside the defined range which affirm the feasibility of solutions the AEO algorithm. Fig. 10 discloses the performance of AEO for 30 independent execution runs. It observed that the best and worst results are 115.3027 MW and 116.938 MW, respectively in which difference between them is no longer than 1.64 MW. The convergence curves of real power loss for IEEE 118-bus system for three implemented algorithms AEO, NBA and ALO is presented in Fig. 9. According to the Fig. 9, it is clearly that proposed algorithm find the optimal real power loss after $80^{\text {th }}$ iteration. Moreover, it is clearly that the proposed AEO takes lesser execution time as compared to CPVEIHBMO, GSA, PSO, OGSA, GWO, and MFO. However, ALO and NBA solvers require less time to complete the simulation.


Fig. 8. Voltage profile at load buses-(PQ buses) for IEEE 30 and 118-bus power systems


Fig. 9. Comparative convergence curves for $P_{\text {Loss }}$ minimization of the 118 -bus
Table 4. Solution of minimum power losses for power system 118-bus system

| Cont varia | $\begin{aligned} & \text { CPVEIH } \\ & \text { BMO } \end{aligned}$ | $\begin{gathered} \text { GSA } \\ \text { [32] } \\ \hline \end{gathered}$ | PSO | $\begin{gathered} \text { OGSA } \\ {[36]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { GWO } \\ {[15]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { MFO } \\ {[14]} \\ \hline \end{gathered}$ | NBA | ALO | AEO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Generator Voltage (p.u) |  |  |  |  |  |  |  |  |  |
| $\mathrm{V}_{1}$ | 0.9926 | 0.9600 | 1.0332 | 1.035 | 1.0204 | 1.0173 | 1.0429 | 1.0242 | 1.0090 |
| $\mathrm{V}_{4}$ | 1.0108 | 0.9620 | 1.055 | 1.0554 | 1.0257 | 1.0402 | 1.0415 | 1.0439 | 1.0388 |
| $\mathrm{V}_{6}$ | 1.0037 | 0.9729 | 0.9754 | 1.0301 | 1.0208 | 1.0292 | 1.0495 | 1.0349 | 1.0248 |
| $\mathrm{V}_{8}$ | 0.9976 | 1.0570 | 0.9669 | 1.0175 | 1.0419 | 1.0600 | 1.0457 | 1.0269 | 1.0366 |
| $\mathrm{V}_{10}$ | 1.0215 | 1.0885 | 0.9811 | 1.025 | 1.0413 | 1.0374 | 1.0313 | 1.0608 | 1.0419 |
| $\mathrm{V}_{12}$ | 1.0093 | 0.9630 | 1.0092 | 1.041 | 1.0232 | 1.0250 | 1.0429 | 1.0348 | 1.0241 |
| $\mathrm{V}_{15}$ | 1.0075 | 1.0127 | 0.9787 | 0.9973 | 1.0207 | 1.0268 | 1.0317 | 1.0363 | 1.0313 |
| $\mathrm{V}_{18}$ | 1.0259 | 1.0069 | 1.0799 | 1.0047 | 1.0270 | 1.0298 | 1.0406 | 1.0530 | 1.0363 |
| $\mathrm{V}_{19}$ | 0.9943 | 1.0003 | 1.0805 | 0.9899 | 1.0204 | 1.0275 | 1.0337 | 1.0402 | 1.0338 |
| $\mathrm{V}_{24}$ | 1.0179 | 1.0105 | 1.0286 | 1.0287 | 1.0137 | 1.0483 | 1.0388 | 1.0500 | 1.0469 |
| $\mathrm{V}_{25}$ | 1.0177 | 1.0102 | 1.0307 | 1.06 | 1.0270 | 1.0600 | 1.0453 | 1.0664 | 1.0768 |
| $\mathrm{V}_{26}$ | 0.9990 | 1.0401 | 0.9877 | 1.0855 | 1.0386 | 1.0600 | 1.033 | 1.0465 | 1.0858 |
| $\mathrm{V}_{27}$ | 1.0084 | 0.9809 | 1.0157 | 1.0081 | 1.0188 | 1.0267 | 1.0298 | 1.0365 | 1.0403 |
| $\mathrm{V}_{31}$ | 0.9838 | 0.9500 | 0.9615 | 0.9948 | 1.0138 | 1.0101 | 1.0408 | 1.0352 | 1.0229 |
| $\mathrm{V}_{32}$ | 0.9827 | 0.9552 | 0.9851 | 0.9993 | 1.0135 | 1.0226 | 1.0479 | 1.0302 | 1.0325 |
| $\mathrm{V}_{34}$ | 1.0065 | 0.9910 | 1.0157 | 0.9958 | 1.0261 | 1.0556 | 1.0284 | 1.0409 | 1.0453 |
| $\mathrm{V}_{36}$ | 1.0190 | 1.0091 | 1.0849 | 0.9835 | 1.0261 | 1.0548 | 1.0336 | 1.0374 | 1.0442 |
| $\mathrm{V}_{40}$ | 1.0267 | 0.9505 | 0.983 | 0.9981 | 1.0125 | 1.0419 | 1.0239 | 1.0215 | 1.0210 |
| $\mathrm{V}_{42}$ | 0.9865 | 0.9500 | 1.0516 | 1.0068 | 1.0233 | 1.0429 | 1.0322 | 1.0147 | 1.0228 |
| $\mathrm{V}_{46}$ | 1.0084 | 0.9814 | 0.9754 | 1.0355 | 1.0272 | 1.0450 | 1.042 | 1.0367 | 1.0419 |
| $\mathrm{V}_{49}$ | 1.0035 | 1.0444 | 0.9838 | 1.0333 | 1.0401 | 1.0589 | 1.0413 | 1.0582 | 1.0567 |
| $\mathrm{V}_{54}$ | 0.9806 | 1.0379 | 0.9637 | 0.9911 | 1.0230 | 1.0284 | 1.046 | 1.0179 | 1.0431 |
| $\mathrm{V}_{55}$ | 0.9969 | 0.9907 | 0.9716 | 0.9914 | 1.0221 | 1.0289 | 1.0438 | 1.0111 | 1.0459 |
| $\mathrm{V}_{56}$ | 0.9881 | 1.0333 | 1.025 | 0.992 | 1.0226 | 1.0283 | 1.0501 | 1.0147 | 1.0456 |
| $\mathrm{V}_{59}$ | 1.0197 | 1.0099 | 1.0003 | 0.9909 | 1.0379 | 1.0512 | 1.0466 | 1.0494 | 1.0548 |
| $\mathrm{V}_{61}$ | 0.9956 | 1.0925 | 1.0771 | 1.0747 | 1.0241 | 1.0534 | 1.0467 | 1.0526 | 1.0459 |
| $\mathrm{V}_{62}$ | 1.0064 | 1.0393 | 1.048 | 1.0753 | 1.0199 | 1.0506 | 1.0446 | 1.0505 | 1.0474 |
| $\mathrm{V}_{65}$ | 0.9883 | 0.9998 | 0.9684 | 0.9814 | 1.0465 | 1.0596 | 1.0529 | 1.0436 | 1.0532 |
| $\mathrm{V}_{66}$ | 1.0101 | 1.0355 | 0.9648 | 1.0487 | 1.0378 | 1.0600 | 1.0389 | 1.0669 | 1.0626 |
| $\mathrm{V}_{69}$ | 0.9931 | 1.1000 | 0.9574 | 1.049 | 1.0501 | 1.0600 | 1.0417 | 1.0568 | 1.0717 |


| $\mathrm{V}_{70}$ | 1.0127 | 1.0992 | 0.9765 | 1.0395 | 1.0243 | 1.0600 | 1.0338 | 1.0185 | 1.0462 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{V}_{72}$ | 1.0145 | 1.0014 | 1.0243 | 0.99 | 1.0187 | 1.0526 | 1.049 | 1.0462 | 1.0480 |
| $\mathrm{V}_{73}$ | 1.0174 | 1.0111 | 0.9651 | 1.0547 | 1.0397 | 1.0600 | 1.0467 | 1.0090 | 1.0437 |
| $\mathrm{V}_{74}$ | 1.0025 | 1.0476 | 1.0733 | 1.0167 | 1.0170 | 1.0600 | 1.032 | 1.0230 | 1.0395 |
| $\mathrm{V}_{76}$ | 0.9842 | 1.0211 | 1.0302 | 0.9972 | 1.0080 | 1.0390 | 1.0316 | 1.0272 | 1.0269 |
| $\mathrm{V}_{77}$ | 0.9914 | 1.0187 | 1.0275 | 1.0071 | 1.0192 | 1.0502 | 1.0407 | 1.0316 | 1.0465 |
| $\mathrm{V}_{80}$ | 1.0257 | 1.0462 | 0.9857 | 1.0066 | 1.0329 | 1.0600 | 1.0413 | 1.0372 | 1.0535 |
| $\mathrm{V}_{85}$ | 0.9876 | 1.0491 | 0.9836 | 0.9893 | 1.0224 | 1.0600 | 1.0421 | 1.0421 | 1.0499 |
| $\mathrm{V}_{87}$ | 1.0213 | 1.0426 | 1.0882 | 0.9693 | 1.0361 | 1.0599 | 1.0519 | 0.9965 | 1.0555 |
| $\mathrm{V}_{89}$ | 1.0069 | 1.0955 | 0.9895 | 1.0527 | 1.0558 | 1.0600 | 1.0427 | 1.0657 | 1.0679 |
| $\mathrm{V}_{90}$ | 1.0298 | 1.0417 | 0.9905 | 1.029 | 1.0290 | 1.0431 | 1.0385 | 1.0289 | 1.0378 |
| $\mathrm{V}_{91}$ | 0.9839 | 1.0032 | 1.0288 | 1.0297 | 1.0127 | 1.0496 | 1.0266 | 1.0353 | 1.0341 |
| $\mathrm{V}_{92}$ | 1.0021 | 1.0927 | 0.976 | 1.0353 | 1.0360 | 1.0600 | 1.0369 | 1.0576 | 1.0552 |
| $\mathrm{V}_{99}$ | 0.9853 | 1.0433 | 1.088 | 1.0395 | 1.0297 | 1.0551 | 1.0262 | 1.0453 | 1.0454 |
| $\mathrm{V}_{100}$ | 1.0281 | 1.0786 | 0.9617 | 1.0275 | 1.0360 | 1.0584 | 1.0445 | 1.0507 | 1.0523 |
| $\mathrm{V}_{103}$ | 0.9802 | 1.0266 | 0.9611 | 1.0158 | 1.0232 | 1.0442 | 1.0404 | 1.0425 | 1.0461 |
| $\mathrm{V}_{104}$ | 1.0187 | 0.9808 | 1.0125 | 1.0165 | 1.0180 | 1.0333 | 1.0314 | 1.0430 | 1.0467 |
| $\mathrm{V}_{105}$ | 1.0209 | 1.0163 | 1.0684 | 1.0197 | 1.0176 | 1.0281 | 1.0345 | 1.0459 | 1.0389 |
| $\mathrm{V}_{107}$ | 1.0234 | 0.9987 | 0.9769 | 1.0408 | 1.0201 | 1.0161 | 1.0517 | 1.0848 | 1.0271 |
| $\mathrm{V}_{110}$ | 0.9842 | 1.0218 | 1.0414 | 1.0288 | 1.0207 | 1.0215 | 1.0313 | 1.0366 | 1.0326 |
| $\mathrm{V}_{111}$ | 1.0000 | 0.9852 | 0.979 | 1.0194 | 1.0261 | 1.0280 | 1.0419 | 1.0591 | 1.0418 |
| $\mathrm{V}_{112}$ | 0.9930 | 0.9500 | 0.9764 | 1.0132 | 1.0066 | 1.0042 | 1.0311 | 1.0185 | 1.0190 |
| $\mathrm{V}_{113}$ | 1.0200 | 0.9764 | 0.9721 | 1.0386 | 1.0251 | 1.0350 | 1.0476 | 1.0398 | 1.0410 |
| $\mathrm{V}_{116}$ | 1.0016 | 1.0372 | 1.033 | 0.9724 | 1.0342 | 1.0484 | 1.0372 | 1.0261 | 1.0522 |
| Tap ratio setting of transformers |  |  |  |  |  |  |  |  |  |
| $\mathrm{T}_{8}$ | 1.0255 | 1.0659 | 1.0045 | 0.9568 | 1.0208 | 1.0136 | 1.032 | 0.9700 | 0.9933 |
| $\mathrm{T}_{32}$ | 0.9891 | 0.9534 | 1.0609 | 1.0409 | 1.0279 | 1.1000 | 0.99874 | 1.0217 | 1.0999 |
| $\mathrm{T}_{36}$ | 0.9932 | 0.9328 | 1.0008 | 0.9963 | 1.0323 | 1.0038 | 0.99845 | 1.0035 | 0.9896 |
| $\mathrm{T}_{51}$ | 0.9873 | 1.0884 | 1.0093 | 0.9775 | 1.0209 | 0.9826 | 1.0059 | 0.9642 | 0.9762 |
| $\mathrm{T}_{93}$ | 0.9868 | 1.0579 | 0.9922 | 0.956 | 1.0091 | 0.9843 | 0.97775 | 0.9696 | 0.9641 |
| $\mathrm{T}_{95}$ | 1.0235 | 0.9493 | 1.0074 | 0.9956 | 1.0366 | 1.0139 | 0.99487 | 1.0059 | 1.0145 |
| $\mathrm{T}_{102}$ | 1.0090 | 0.9975 | 1.0611 | 0.9882 | 1.0301 | 1.1000 | 1.0052 | 1.0204 | 0.9569 |
| $\mathrm{T}_{107}$ | 1.0075 | 0.9887 | 0.9307 | 0.9251 | 1.0234 | 1.1000 | 0.99449 | 0.9827 | 0.9464 |
| $\mathrm{T}_{127}$ | 0.9872 | 0.9801 | 0.9578 | 1.0661 | 1.0211 | 0.9683 | 1.0055 | 1.0440 | 0.9792 |
| Reactive power of shunt resources (MVAR) |  |  |  |  |  |  |  |  |  |
| $\mathbf{Q}_{\text {C-5 }}$ | 0 | 0 | 0 | -33.19 | -39.76 | 0 | -17.747 | -3.2410 | -8.9587 |
| $\mathbf{Q}_{\text {C-34 }}$ | 6.0111 | 7.4600 | 11.714 | 4.8 | 13.7900 | 0 | 1.8726 | 1.7198 | 6.4884 |
| $\mathbf{Q}_{\text {C-37 }}$ | 0 | 0 | 0 | -24.9 | -24.73 | -0.03126 | -5.5757 | -12.8228 | -8.8591 |
| $\mathbf{Q}_{\text {C-44 }}$ | 6.0057 | 6.0700 | 9.8932 | 328 | 9.9571 | 10 | 0 | 0.4357 | 5.6581 |
| $\mathbf{Q}_{\mathrm{C}-45}$ | 3.0001 | 3.3300 | 9.4169 | 3.83 | 9.8678 | 0 | 8.5929 | 1.4848 | 7.0815 |
| $\mathbf{Q}_{\text {C-46 }}$ | 5.9838 | 6.5100 | 2.6719 | 5.45 | 9.9186 | 0 | 5.6952 | 3.2751 | 4.9572 |
| $\mathbf{Q}_{\text {C-48 }}$ | 3.9920 | 4.4700 | 2.8546 | 1.81 | 14.8900 | 0.00084 | 7.3115 | 6.3305 | 7.0284 |
| $\mathbf{Q}_{\text {C-74 }}$ | 7.9862 | 9.7200 | 0.5471 | 5.09 | 11.9720 | 0.22054 | 5.0436 | 1.1433 | 1.8367 |
| $\mathbf{Q}_{\text {C-79 }}$ | 13.9892 | 14.2500 | 14.853 | 11.04 | 19.6490 | 20 | 15.242 | 10.8565 | 16.778 |
| $\mathbf{Q}_{\text {C-82 }}$ | 17.9920 | 17.4900 | 19.427 | 9.65 | 19.8900 | 0 | 16.258 | 1.1730 | 14.582 |
| $\mathbf{Q}_{\text {C-83 }}$ | 4.0009 | 4.2800 | 6.9824 | 2.63 | 9.9515 | 10 | 6.6489 | 1.4741 | 4.9715 |
| $\mathbf{Q}_{\text {C-105 }}$ | 10.9825 | 12.0400 | 9.0291 | 4.42 | 19.9680 | 0 | 5.6212 | 16.9174 | 0.0077 |
| $\mathrm{Q}_{\mathrm{C}-107}$ | 2.0251 | 2.2600 | 4.9926 | 0.85 | 5.9136 | 6 | 3.8228 | 3.5582 | 2.7109 |
| $\mathrm{Q}_{\mathrm{C}-110}$ | 2.0272 | 2.9400 | 2.2086 | 1.44 | 5.8834 | 6 | 3.0696 | 0.3696 | 2.3012 |
| $\mathbf{P}_{\text {loss }}$ | 124.098 | 127.76 | 130.96 | 126.99 | 120.65 | 116.4254 | 122.391 | 119.6645 | 115.3027 |
| L-max | NA | NA | NA | NA | NA | NA | 0.06540 | 0.06466 | 0.06373 |
| CPU(s) | 1053 | 1198 | 1472 | 1101.2 | 1372 | 1419 | 417 | 568 | 886 |

-Bold results denote best results


Fig. 10. Performance of 30 individuals for 30 independent execution runs
Table 5 reveals comparison results of AEO and a number of optimizers reported in the literature and the corresponding percentages of power losses reduction. The greatest reduction is achieved by AEO algorithm which is $13.21 \%$ with regard to the base case and better than those reported by other algorithms. Thus, simulation results confirm that AEO algorithm can define the optimal solution or near-optimal solution, even with large-scale test system.

### 5.2.1 Results of IEEE 118 -bus when increasing iterations number to $1 \mathrm{k}, 10 \mathrm{k}$ and 50 k

Table 4.1 Results of IEEE 118-bus vs. iteration numbers

| Algorithms | NBA |  |  | ALO |  |  | AEO |  |  |
| :--- | :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Iteration | 1 k | 10 k | 50 k | 1 k | 10 k | 50 k | 1 k | 10 k | 50 k |
| $\mathbf{P}_{\text {Loss }}$ <br> $(\mathrm{MW})$ | 116.176 | 114.917 | 114.210 | 115.736 | 114.540 | 114.497 | 114.246 | 114.20 | $\mathbf{1 1 4 . 1 7 7}$ |
| VD | 3.188 | 3.423 | 3.624 | 3.4459 | 3.5819 | 3.6029 | 6.564 | 6.6691 | $\mathbf{6 . 6 3 4 0}$ |
| L-index | 0.0644 | 0.0640 | 0.06395 | 0.06407 | 0.06938 | 0.06375 | 0.0637 | 0.0635 | $\mathbf{0 . 0 6 3 5 7}$ |

Table 4.1 reports new simulation results when increasing the iteration numbers to $1 \mathrm{k}, 10 \mathrm{k}$ and 50k for IEEE 118-bus test system, in which we can observed clearly that also even with large number of iteration of the proposed AEO algorithm keep its consistency to find an optimal solution or near-optimal solution with 78 control variables. The difference of power losses between 1 k and 5 k iterations is only 0.023 which reflect the robustness and stability of AEO optimizeras an effective and reliable optimization solver.

Table 5. Comparison of loss reduction percentage for IEEE 118-bus test system

| Algorithms | Case 0 | PSO | WCA | CLPSO | GSA | OGSA | CPVEIH- <br> BMO | DE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{P}_{\text {Loss }}$ MW | 132.86 | 131.99 | 131.83 | 130.96 | 127.76 | 126.99 | 124.098 | 122.36 |
| Loss reduction <br> $(\%)$ | - | 0.66 | 0.77 | 1.43 | 3.84 | 4.42 | 6.60 | 7.90 |
| Algorithms | WOA | NGBWCA | ABC | GWO | ALO | GA | MFO | AEO |
| $\mathbf{P}_{\text {Loss }}$ MW | 122.39 | 121.47 | 120.42 | 120.65 | 119.77 | 119.30 | 116.42 | $\mathbf{1 1 5 . 3 0}$ |
| Loss reduction <br> $(\%)$ | 7.88 | 8.57 | 9.33 | 9.19 | 9.85 | 10.95 | 12.37 | $\mathbf{1 3 . 2 1}$ |

Bold values denote the best results.

## Case 2: VD minimization

In this case, the minimum, average, and maximum results of active power losses achieved by AEO, NBA and ALO and some other algorithm reported in the literature are tabulated in Table 6. Due to the space reasons, the corresponding optimal control variables of this case are not listed in the paper. The value of VD for AEO is better than other optimizers. From Table 6 , it can be pointed that proposed AEO is able to reduce the voltage deviation index by $86.8 \%$ with respect to initial losses, compared to $86.7 \%$ with QOTLBO, $84.1 \%$ with TLBO, 72.7 \% with PSO-TVAC, $85.5 \%$ with SPSO-TVAC, and 83.6 \% with PGSWT-PSO. The voltage profiles of all load buses-(PQ buses) for this case are depicted in Fig. 8. It is clear from this figure that the voltage profile has been significantly improved. In case 2 , the active power loss is slightly increased to 155.94 MW , while the VD is reduced from 3.41 to 0.1898 p.u, compared with case 1 .

Table 6 Comparison of voltage deviation minimization percentage for IEEE 118-bus system

| Algorithms | PSO-TVIW <br> $[37]$ | PSO-TVAC <br> $[37]$ | SPSO-TVAC <br> $[37]$ | PGSWT-PSO <br> $[37]$ | TLBO <br> $[34]$ | QOTLBO <br> $[34]$ | AEO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Min VD | 0.1935 | 0.3921 | 0.2074 | 0.2355 | 0.2237 | 0.1910 | $\mathbf{0 . 1 8 9 8}$ |
| Average VD | 0.2291 | 0.4724 | 0.2498 | 0.2755 | 0.2306 | 0.2043 | $\mathbf{0 . 2 1 2 2}$ |
| Max VD | 0.2809 | 0.5407 | 0.3012 | 0.3239 | 0.2543 | 0.2267 | $\mathbf{0 . 2 3 4 6}$ |
| Standard <br> deviation | 0.0206 | 0.0316 | 0.0215 | 0.0205 | 0.0384 | 0.0356 | $\mathbf{0 . 0 1 1 7}$ |
| $\boldsymbol{P}_{\text {Loss }}$ | 176.45 | 179.79 | 146.81 | 150.5609 | NA | NA | $\mathbf{1 5 5 . 9 4}$ |
| L-max | 0.0672 | 0.0667 | 0.0650 | 0.0671 | NA | NA | $\mathbf{0 . 0 6 7 2}$ |

Bold result denote the best findings
5.3 Large-scale test system IEEE 300-bus [11] : To examine the scalability of the proposed AEO algorithm in solving large-scale ORPD problem, the IEEE 300-bus has been also
analyzed [27][28]. This system consists of sixty-nine generators, forty hundred eleven transmission-lines of which hundred-seven branches with off nominal tap ratios, and fourteen parallel reactive power sources [11]. The total load is ( $235.258+\mathrm{j} 77.8797$ ) p.u. The limits of the control variables are given in Table 2 and from [38]. This test system exhibits very large voltage drops [39], making it harder to ensure the feasibility of solutions. Two cases are considered with this test system:

Case 3: minimization of $P_{\text {Loss }}$;
Case 4: Voltage Deviation (VD).

Due to numerous variables and/or for sake of brevity, only the optimal solutions of reactive powers of the best results of three implemented algorithms are presented in the Table 7. From this table, it can be observed that reactive powers of parallel compensators are within admissible limits. The results demonstrates that applying AEO algorithm has led to highest reduction of power loss up to $10.62 \%$ compared with that achieved by other solvers, which is to $5.19 \%$ with ALO and $3.45 \%$ with NBA. Fig. 10 illustrates a comparison between voltage profiles of case 3 and case 4 . It is clear from this figure that voltage profile has been significantly improved while guarantying the feasibility of solutions. The convergence plots of the algorithms are shown in Fig. 11, AEO algorithm has better convergence rate compared with NBA and ALO algorithms. Hence, it can be concluded that AEO algorithm has the best performance among all rival techniques.

Table. 7 Reactive power outputs of reactive power sources for IEEE 300-bus system

| Reactive <br> power sources | $\boldsymbol{Q}_{\text {min }}$ <br> MW | $\boldsymbol{Q}_{\text {max }}$ <br> MW | ALO | NBA | AEO |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{Q}_{\mathbf{9 6}}$ | 0 | 450 | 156.1047 | 310.5364 | 265.9470 |
| $\mathbf{Q}_{99}$ | 0 | 59 | 42.3299 | 46.6332 | 56.0155 |
| $\mathbf{Q}_{133}$ | 0 | 59 | 43.1910 | 13.6233 | 13.7380 |
| $\mathbf{Q}_{143}$ | -450 | 0 | -366.3272 | -213.1504 | -138.9393 |
| $\mathbf{Q}_{145}$ | -450 | 0 | -313.4199 | -22.31805 | -0.011484 |
| $\mathbf{Q}_{152}$ | 0 | 59 | 26.7216 | 24.8115 | 27.3465 |
| $\mathbf{Q}_{158}$ | 0 | 59 | 1.7599 | 29.6067 | 50.6618 |
| $\mathbf{Q}_{169}$ | -250 | 0 | -43.947 | -65.5245 | -190.8406 |
| $\mathbf{Q}_{210}$ | -450 | 0 | -441.0207 | -206.2088 | -171.7650 |
| $\mathbf{Q}_{\mathbf{2 1 7}}$ | -450 | 0 | -125.9645 | -242.5776 | -144.7891 |
| $\mathbf{Q}_{219}$ | -150 | 0 | -17.3397 | -26.4242 | -52.5704 |
| $\mathbf{Q}_{227}$ | 0 | 59 | 11.8801 | 52.9413 | 43.0150 |
| $\mathbf{Q}_{268}$ | 0 | 15 | 10.4662 | 2.5657 | 2.8092 |
| $\mathbf{Q}_{283}$ | 0 | 15 | 7.7908 | 3.8356 | 7.37052 |
| $\mathbf{m i n} \boldsymbol{P}_{\text {Loss }}$ MW | $\mathrm{P}_{\text {Loss }}{ }^{0}=408.316$ | 387.1207 | 394.2322 | $\mathbf{3 6 4 . 9 1 6 2}$ |  |


| L-index (p.u) | $\mathrm{L}_{\text {-index }}{ }^{0}=0.4135$ | 0.40816 | 0.3900 | $\mathbf{0 . 3 8 9 5 2}$ |
| :--- | :---: | :---: | :---: | :---: |
| Reduction Power losses (\%) | 5.19 | 3.45 | $\mathbf{1 0 . 6 2}$ |  |

Table 8. Comparison of the results for case 3 of IEEE 300-bus system

| Algorithms | MVMO [31] | $\begin{aligned} & \text { DEEPSO } \\ & \text { [31] } \end{aligned}$ | $\begin{aligned} & \hline \text { SOS } \\ & \text { [38] } \end{aligned}$ | $\begin{gathered} \text { A-CSOS } \\ {[38]} \end{gathered}$ | Gradient Method | ALO | NBA | AEO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case 3: $\mathbf{P}_{\text {Loss }}$ minimization |  |  |  |  |  |  |  |  |
| Min $\mathrm{P}_{\text {Loss }}(\mathrm{MW})$ | 385.62 | 394.434 | 409.964 | 367.1255 | 372.26 | 384.922 | 394.2322 | 364.9162 |
| L-index | NA | NA | NA | NA | NA | 0.3663 | 0.3900 | 0.3895 |
| Reduction (\%) | 5.55 | 3.4 | -0.40 | 10.08 | 8.83 | 5.72 | 3.44 | 11.32 |
| Case 4: VD minimization |  |  |  |  |  |  |  |  |
|  | SOS [38] |  | A-CSOS [38] |  | NBA | ALO |  | AEO |
| Min VD (p.u) | 4.5420 |  | 2.7113 |  | 3.8929 | 3.5 | 033 | 1.9718 |
| $\mathrm{P}_{\text {Loss }}$ (MW) | NA |  | NA |  | 553.168 | 469 | 533 | 423.243 |
| L-index | NA |  | NA |  | 0.4177 |  | 945 | 0.4045 |
| Reduction (\%) | 16.33 |  | 50.05 |  | 28.28 |  | . 46 | 63.67 |

Table 8, summarizes the comparison results of optimum power losses and voltage deviation obtained by employing different algorithms for both cases. From Table 8 we can see that proposed AEO achieve high quality solutions compared to other approaches. Again, according to numerical findings, lower voltage deviation value by AEO in comparison with other algorithms is observable which achieved to 1.97 (p.u), i.e., minimized by $63.7 \%$ compared to the initial value, whereas, is minimized up to $50 \%$ with ASOS, $16.3 \%$ [38] with SOS, $35.4 \%$ [38] with ALO, and $28.28 \%$ with NBA. Consequently, proposed AEO algorithm not only benefits from high quality solutions, but also by guarantee the feasibility of solutions of both cases for large-scale test system.


Fig. 10. Voltage profile for both cases of IEEE 300-bus test system


Fig. 11. Comparative convergence curves for $P_{\text {Loss }}$ minimization of the 300 -bus system

### 5.4 Algerian electricity grid DZA 114-bus

In order to give a practicability aspect, the Algerian electricity grid DZA 114-bus [29] has been considered as test system. The Algerian electricity grid topology is depicted in Fig. A in the Annex. This system comprises 175 transmissions lines, 15 generators, and 16 branches with off-nominal tap ratio. In addition, buses nos. 50, 55, 66, 67, 77, 89 and 93 have been selected as reactive power sources. The total load demand is ( $37.27+\mathrm{j} 20.70$ ) p.u at 100 MVA base. Bus 4 is selected as the slack-bus. Therefore, the system has a total of 38 variables to be optimized, including fifteen generators, 16 transformers and seven reactive power sources. Also, this power system presents undesirable voltage drops. The upper and the lower operating limits of the control variables are given in Table 2.

### 5.4.1 Case 5: minimization of $P_{\text {Loss }}$

Table 9 summarizes the optimal control variables of DZA 114-bus, obtained by AEO, NBA and ALO. From the results, the smallest active power losses are obtained using the AEO technique. The proposed algorithm can find the losses as 53.204 MW in continuous variables case and 53.244 MW with discrete variables case. The results confirm that the AEO algorithm is able to find the best solution for both kinds of control variables (continuous and discrete) in comparison to the results of NBA and ALO algorithms. The evolution of losses across iterations for three algorithms are given in Fig. 12. The performance of AEO for 30 independent execution runs is shown in Fig. 13. From this figure, it can be seen that the
difference between worst and best solution not exceed 1.61 MW. It can be observed that best, worst solutions for all test systems after 30 runs are extremely close, which clearly reflects the stability and robustness of AEO algorithm in terms of exploring the optimal solution in each trial.

Table 9. Solution of minimum power losses (MP) for Algerian Electricity Grid DZA 114-bus

| Control variables | Continuous variables |  |  | Discrete variables |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ALO | NBA | AEO | ALO | NBA | AEO |
| Case 5 |  |  |  |  |  |  |
| Generator Voltage (p.u) |  |  |  |  |  |  |
| $\mathrm{V}_{4}$ | 1.099960 | 1.1 | 1.099999 | 1.1 | 1.099994 | 1.1 |
| $\mathrm{V}_{5}$ | 1.099750 | 1.1 | 1.099833 | 1.099999 | 1.099562 | 1.0997 |
| $\mathrm{V}_{11}$ | 1.096232 | 1.1 | 1.099999 | 1.099981 | 1.099991 | 1.1 |
| $\mathrm{V}_{15}$ | 1.093981 | 1.098069 | 1.091310 | 1.098029 | 1.092537 | 1.0935 |
| $\mathrm{V}_{17}$ | 1.1 | 1.1 | 1.099999 | 1.1 | 1.1 | 1.0999 |
| $\mathrm{V}_{19}$ | 1.055576 | 1.066200 | 1.082310 | 1.017579 | 1.022780 | 1.0936 |
| $\mathrm{V}_{22}$ | 1.062448 | 1.071543 | 1.087102 | 1.023613 | 1.020059 | 1.0985 |
| $\mathrm{V}_{52}$ | 1.042803 | 1.050259 | 1.087556 | 1.023684 | 1.032393 | 1.0932 |
| $\mathrm{V}_{80}$ | 1.093085 | 1.091932 | 1.091039 | 1.098850 | 1.091589 | 1.0926 |
| $V_{83}$ | 1.099997 | 1.099171 | 1.099837 | 1.1 | 1.1 | 1.0999 |
| $\mathrm{V}_{98}$ | 1.0995280 | 1.099086 | 1.099271 | 1.099999 | 1.1 | 1.1 |
| $\mathrm{V}_{100}$ | 1.1 | 1.1 | 1.099995 | 1.1 | 1.099999 | 1.0999 |
| $\mathrm{V}_{101}$ | 1.1 | 1.1 | 1.1 | 1.1 | 1.099745 | 1.0999 |
| $\mathrm{V}_{109}$ | 1.0998462 | 1.1 | 1.099947 | 1.1 | 1.099999 | 1.1 |
| $\mathbf{V}_{111}$ | 1.0975876 | 1.1 | 1.099976 | 1.1 | 1.099286 | 1.1 |
| Tap ratio (p.u) |  |  |  |  |  |  |
| $\mathrm{T}_{80-81}$ | 1.0074685 | 1.039184 | 0.901745 | 1.03 | 0.99 | 0.90 |
| $\mathrm{T}_{81-90}$ | 1.0581378 | 1.029146 | 0.946162 | 1.04 | 1.04 | 0.96 |
| $\mathrm{T}_{86-93}$ | 1.0735973 | 1.015320 | 0.963416 | 1.05 | 1.06 | 0.99 |
| $\mathrm{T}_{42-41}$ | 1.0668528 | 1.013559 | 0.980564 | 1.04 | 1.08 | 0.98 |
| $\mathrm{T}_{58-57}$ | 1.0716278 | 0.993079 | 0.965906 | 1.07 | 1.02 | 0.97 |
| $\mathrm{T}_{44-43}$ | 1.0878220 | 1.022719 | 0.974318 | 1.05 | 1.06 | 1.00 |
| $\mathrm{T}_{60-59}$ | 1.0518370 | 1.044176 | 0.989930 | 1.08 | 1.03 | 0.98 |
| $\mathrm{T}_{64-63}$ | 1.0938053 | 0.973303 | 0.959374 | 1.03 | 1.02 | 0.97 |
| $\mathrm{T}_{72-71}$ | 1.0395981 | 0.982745 | 0.955683 | 1.01 | 1.06 | 0.96 |
| $\mathrm{T}_{17-18}$ | 1.0023307 | 0.994556 | 0.989024 | 1.05 | 1.03 | 0.98 |
| $\mathrm{T}_{21-20}$ | 1.0379620 | 1.022736 | 0.998976 | 1.09 | 1.05 | 0.99 |
| $\mathrm{T}_{27-26}$ | 1.0416436 | 0.975391 | 0.961404 | 1.09 | 1.03 | 0.96 |
| $\mathrm{T}_{28-26}$ | 1.0933018 | 1.050337 | 1.029924 | 1.06 | 1.06 | 1.02 |
| $\mathrm{T}_{31-30}$ | 1.0676910 | 1.027098 | 0.989257 | 1.04 | 1.05 | 0.99 |
| $\mathrm{T}_{48-47}$ | 1.0972839 | 1.024613 | 0.984472 | 1.09 | 1.1 | 0.99 |
| $\mathrm{T}_{74-73}$ | 1.0648045 | 0.948207 | 1.014127 | 1.08 | 1.07 | 1.08 |
| Capacitor Banks (MVAR) |  |  |  |  |  |  |
| $Q_{\text {C-50 }}$ | 22.509200 | 16.09386 | 24.35864 | 13 | 24 | 25 |
| $Q_{\text {C-55 }}$ | 14.801860 | 12.77946 | 10.15448 | 23 | 15 | 10 |
| $Q_{\text {C-66 }}$ | 24.509874 | 24.32149 | 19.44356 | 18 | 23 | 22 |
| $Q_{C-67}$ | 21.278427 | 20.83231 | 25 | 19 | 25 | 25 |
| $Q_{C-77}$ | 23.289257 | 20.41054 | 14.309846 | 24 | 25 | 16 |
| $Q_{C-89}$ | 21.607676 | 8.110358 | 7.539387 | 21 | 15 | 7 |


| $Q_{C-93}$ | 24.973281 | 25 | 24.95138 | 13 | 25 | 25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{P}_{\text {Loss }}(\mathbf{M W})$ | 57.02444 | 55.122041 | 53.2043026 | 57.412317 | 55.9677 | 53.244609 |
| L-index | 0.312056 | 0.31199 | 0.278219 | 0.315175 | 0.302761 | 0.278153 |
| $\mathbf{P}_{\text {save }}$ (\%) | 15.4 | 18.27 | 21.11 | 14.8 | 17 | 21 |
| Case 6 |  |  |  |  |  |  |
| Algorithms | ALO | NBA | AEO | ALO | NBA | AEO |
| VD (p.u) | 1.2179 | 1.28439 | 1.04515 | 1.2183 | 1.43166 | 1.07067 |
| $\mathbf{P}_{\text {Loss }}(\mathrm{MW})$ | 65.611 | 74.478 | 71.779 | 66.710 | 75.592 | 72.679 |
| L-index | 0.3233 | 0.3177 | 0.31822 | 0.31817 | 0.319307 | 0.31791 |



Fig. 12. Comparative convergence curves for $P_{\text {Loss }}$ minimization of the DZA 114-bus


Fig. 13. Performance of 30 individuals for 30 independent execution runs

### 5.4.2 Results of DZA 114-bus when increasing iterations number to $1 \mathrm{k}, 10 \mathrm{k}$ and 50 k

Simulation results obtained when enlarging iteration numbers by $1 \mathrm{k}, 10 \mathrm{k}$ and 50 k for practical power system DZA114-bus are reported in Table 9.1. From this table, we can see that active power losses value is no variation with enlarging number of iterations from 1 k , 10 k to 50 k times, which reflect the robustness and stability of AEO optimizer as an effective and reliable optimization solver. Moreover, AEO is more efficient than other optimizer. The success of AEO algorithm depends on having good balance between exploration and exploitation abilities, in which after a sufficient number of iterations AEO algorithm converge to the same value, and any enlargement in the iterations does not improve the performance of the AEO algorithm significantly.

Table 9.1 Results of DZA114-bus vs. iteration numbers

| Algorithms | NBA |  |  | ALO |  |  | AEO |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Iteration | 1 k | 10 k | 50 k | 1 k | 10 k | 50 k | 1 k | 10 k | 50 k |
| $\mathbf{P}_{\text {Loss }}(\mathrm{MW})$ | 53.236 | 52.977 | 52.894 | 56.249 | 56.047 | 54.725 | 52.735 | 52.734 | 52.734 |
| VD | 6.5402 | 6.6713 | 6.9042 | 3.1059 | 3.700 | 5.1769 | 6.9547 | 6.9543 | 6.8913 |
| L-index | 0.2782 | 0.2781 | 0.2781 | 0.3032 | 0.3089 | 0.2781 | 0.2782 | 0.2781 | 0.2781 |

### 5.4.3 Case 6 Voltage deviation minimization (VD)

In this case, the proposed algorithm is also applied to minimize the total voltage deviation. Case 6 of Table 9 gives the simulation results obtained by three algorithms with either discrete or continuous variables. The VD value obtained by the AEO algorithm is better than those accomplished by the NBA and ALO algorithms for both kinds of variables. It can be seen that also with discrete control variables AEO converge to the optimal solutions. In case 6, the active power losses is slightly increased, while the voltage deviation VD is reduced from 7.024 to 1.045 with continuous variables and from 6.84 p .u to $1.07067 \mathrm{p} . \mathrm{u}$ with discrete variables compared with case 5, respectively. For ALO and NBA algorithms the optimized voltage deviation is 1.2179 and 1.28439 p.u, for continuous variables and 1.2183 and 1.43166 p.u, for discrete variables. Hence, it can be drawn that AEO algorithm is better than all other listed algorithms in terms global search capacity and efficacy to solve large-sized and nonlinear optimization problems. Fig. 14 presents a comparison between voltage profiles of case 5 and case 6 for Algerian electricity grid DZA 114-bus. It can be seen that all bus voltage magnitudes are within the admissible limits.


Fig. 14. Voltage profile for DZA 114-bus power system

### 5.5 Statistical test of one-way ANOVA

Due to the stochastic nature of meta-heuristic optimization algorithms, it is evident must be run each technique several times on the same objective function in an effort to get the best result values, which probably vary to each execution. Instead of relying on the statistics of the aforementioned results in terms of best, worst solution and standard deviation, one-way analysis of variance (ANOVA) has been performed to observe the statistical significance of the difference between the performance of AEO algorithm and other implemented approaches. This study gives certain level of confidence to the present work $95 \%$ and to evaluate which techniques could be potentially suitable to cope with ORPD problem in largescale systems. The one-way ANOVA results obtained from experimented algorithms on three test systems (IEEE 30-bus, IEEE 118-bus and DZA 114-bus) are listed in Table 10.

Table 10 One way ANOVA stats for active power losses of IEEE 30-bus system
Null hypothesis All means are equal
Alternative hypothesis At least one mean is different
Significance level $\quad \alpha=0.05$

## Test ANOVA IEEE 30-bus

| Source of variance | SS | df | MS | F | P-value | F-crit |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Between groups | 0.18868 | 2 | 0.09434 | 136.23 | $1.5785 \mathrm{e}-27$ | 3.1012 |
| Within groups | 0.06025 | 87 | 0.00069 |  |  |  |
| Total | 0.24893 | 89 |  |  |  |  |


| Test ANOVA IEEE 118-bus |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| Source of variance | SS | df | MS | F | P-value | F-crit |  |
| Between groups | 956.14 | 2 | 478.07 | 205.69 | 1.0604 e-33 | 3.1012 |  |
| Within groups | 202.21 | 87 | 2.324 |  |  |  |  |
| Total | 1158.35 | 89 |  |  |  |  |  |
| $l$ |  |  |  |  |  |  |  |

## Test ANOVA DZA 114-bus

| Source of variance | SS | df | MS | F | P-value | F-crit |
| :--- | :---: | :---: | ---: | :---: | :---: | :---: |
| Between groups | 209.827 | 2 | 104.914 | 77.18 | $5.2785 \mathrm{e}-20$ | 3.1012 |
| Within groups | 118.256 | 87 | 1.359 |  |  |  |
| Total | 328.083 | 89 |  |  |  |  |

Table 10 lists results of one way ANOVA test. In this experiment, assumption of homogeneous variances is considered, it can be seen that the p-value is less than significance level of 0.05 . It can be declared that the null hypothesis can be rejected. There is statistically significant difference between the means of the different groups. Thus, it is strong evidence that the mean values in the groups differ. Hence AEO is statistically different from ALO and NBA. Results of statistics, in term of minimum $\mathrm{P}_{\text {loss }}$, learning curves for the best (minimum $\mathrm{P}_{\text {loss }}$ ), average (mean $\mathrm{P}_{\text {loss }}$ ), and worst (maximum $\mathrm{P}_{\text {loss }}$ ) histogram studies, and box plot presentations, are illustrated in Figures 16, 17, and 18 for IEEE 30-bus, IEEE 118-bus, and DZA 114-bus. The learning-curves for the best, average and worst as presented in figures. 17a and 18a show that consistent iterative optimization of fitness functions is achieved by AEO and even worst case gives the lowest power losses compared to the base case, which endorsed the accurate optimization of proposed AEO. The box plot illustrations are presented in Figs. 16b, 17b and 18b for three test systems IEEE 30-bus, IEEE 118-bus and DZA 114bus, respectively.


Figure 16. Statistical analysis of ORPD for IEEE 30-bus


Figure 17. Statistical analysis of ORPD for IEEE 118-bus


Figure 18. Statistical analysis of ORPD for DZA114-bus

## 6. Conclusions

This paper proposed AEO, a newly introduced optimization paradigm, for solving the nonlinear ORPD problems in the practical and large-scale power systems by finding optimal values of control variables to minimize active power losses and improving voltage profile index. The proposed technique has been improved to deal with the mixed-type control variables (continuous and discrete) of problem. The performance of proposed AEO algorithm were examined on medium- and large-scale test systems (IEEE 30-bus, IEEE 118-bus, IEEE 300-bus), as well as on the practical Algerian power system DZA 114-bus, Six cases of single objective ORPD are solved via three solvers, such as: minimization of active power losses, voltage deviation minimization as well as minimization of voltage stability index. Comparison of the proposed findings with other state of the art meta-heuristic techniques indicates that the given scheme outperformed its counterparts in all objective functions. Results of statistics in terms of learning curves, one way ANOVA test and probability plots based on 30 independent trials of AEO for practical power system show the consistency, robustness and stability of the AEO algorithm as an alternative, accurate and effective
optimization technique. The complexity of AEO for the solutions of IEEE 30-bus and IEEE 118-bus systems for 30 independent runs shows that in case of small-sized test system IEEE 30-bus with 25 control variables, there is no noticeable difference observed, while in case of IEEE 118 -bus system with 78 control variables, the complexity indices are on higher side which is understandable because the optimization problem become stiffer with increase in the degrees of freedom.
At the end, on the light of detailed information given in this article, it is concluded that the suggested algorithm is the more suitable choice of coping optimal reactive power dispatch problems where it prove its efficiency even with large-scale and real power systems. More importantly, the proposed optimizer is eligible to sustain the solution feasibility.
In future, the proposed optimization paradigm AEO looks promising for finding the solution of paramount signification application arising in plasma physics [41,42], astrophysiques [43,44], atomic physics [45,46], nuclear physics [47] circuit theory [48], financial modelling [49,50], energy [51,52], and fluid dynamics [53].
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Fig. 15 Algerian electricity grid DZA 114-bus
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