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ABSTRACT

Identification and retrieval writer's focused on the recognition of his handwriting is highly
complex and challenging task, these challenges included variations in handwriting styles,
handwriting languages, character sets, layout or legibility; although Handwriting exhibits
behavioral features of an individual and has been considered as unique. Where the letters
style and shape of written entirely different for different writers and vary slightly for same
writer. Also alphabets in the handwritten text may have junctions, crossings, loops, different
directions, what Makes Identification /retrieval even more difficult is the fact that handwriting
of the same writer may also present high variability in handwriting, such as writing letters of
different sizes, changing writing instruments or document layout. Therefore, we intend in this
work to identify specific characteristics from writers which can be robust against the
aforementioned changes and proposes a model for discovering the writer’s identity based on
features extraction of handwriting using machine learning algorithms. In this thesis we used
several datasets constrained and unconstrained, some of which contain single-script and

multi-script handwritings written in different languages.



RESUME

L'identification et la recherche de scripteur base sur son écriture manuscrite est une tiche
trés complexe et difficile. Ces défis comprenaient des variations dans les styles d'écriture
manuscrite, les langues d'écriture manuscrite, les jeux de caractéres, la mise en page ou la
lisibilité ; bien que |'écriture manuscrite présente les caractéristiques comportementales d'un
individu et ait été considérée comme unique. Ou le style et la forme des lettres écrites varient
légérement pour le méme scripteur et totalement différents pour différents scripteurs. De
plus, les alphabets dans le texte manuscrit peuvent avoir des boucles, des croisements, des
jonctions, des directions différentes, ce qui rend l'identification/recherche de scripteur une
tache plus difficile, puisque I'écriture manuscrite du méme scripteur peut également
présenter une grande variabilité dans I'écriture manuscrite, comme |'écriture de lettres de
différentes tailles, changer les instruments d'écriture ou la mise en page du document. Par
conséquent, nous avons l'intention dans ce travail d'identifier les caractéristiques spécifiques
des scripteurs qui peuvent étre robustes contre les changements susmentionnés et propose
un modeale pour découvrir I'identité de scripteur basé sur I'extraction de caractéristiques de
I'écriture manuscrite a l'aide d'algorithmes d'apprentissage automatique. Dans cette thése,
nous avons utilisé plusieurs bases de données, dont certains contiennent des textes

manuscrites écrits dans une seule langue et d'autres sont écrits en plusieurs langues.
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INTRODUCTION

Writer identification is the job of assigning a writer to a document who's the writer already
does not know. For this task a dataset of handwritings by well- known writers must be
available. Features are generated on the handwriting of all documents in the dataset, and
when identifying the writer of the handwriting the same features are generated and the
features comparison are accomplished. With a certain distance measurement, the most
similar document in the database can be found and the writer of this particular document is
then assigned to the new one. This allows for finding out the writer of a specific document
and can be used for example by investigators to identify who wrote the threat, as well as to
verify the authenticity of the document such as a will and whether the handwriting document
was written by the authorized individual. In contrast to this, the task of writer retrieval is to
find documents in a database which have the most similar handwriting and no need to know
the writer of the document in the dataset. After the comparison of the features the
documents in the dataset are ranked according to the distance and presented to the user as
the most similar handwritings. Generally, the most similar documents should originate from
the selfsame writer as the reference handwritings if possible. in addition, writer retrieval
allows finding the most similar documents concerning the handwriting in a set of documents.
It allows the users to look for documents which may have been written by the same writer.

This can be used for example in the Museums for indexing the archives.

This thesis is giving an overview in the first chapter of the current state of the art of writer
identification and retrieval followed by three chapters, which have been developed in the
scope of this thesis, with the aim to propose a method out of the language and the seniority

of the handwritten document which avoids unnecessary preprocessing steps. in more detail:

¢ In chapter 2: we propose two new LBPs based methods for extracting the features from
handwritings: The Local Binary Pattern Variance (LBPV) and the Complete Local Binary
Patterns (CLBP). These features are normalized using the Probability Density Function

(PDF). the minimization of similarity criteria based on the distance between two feature



vectors are applied as a classification step. The experimentations were conducted with

different combinations of metrics’ distances.

In chapter 3: We propose a Writer Identification system that employs combinations of
different configurations of both Texture Features such as Local Binary Patterns (LBP)
column scheme and oriented Basic Image Features (oBIFs) column scheme to identify
writer from handwriting. LBP and oBIFs columns histograms extracted from handwriting

samples are used to train a support vector machine classifier (SVM).

In chapter 4: we demonstrate how the combination of well-known Features using the
proposed moment distance can be well employed to improve the performance of
Historical Document Writer Identification systems. These features are calculated from
whole binarized images. The classification step is based on minimizing a similarity criteria

based on The New Moment distance proposed.

In conclusion, we conclude by summarizing the essential contributions of this work.



CHAPTER 1

STATE OF THE ART OF WRITER IDENTIFICATION
AND RETRIEVAL



Chapter 1: state of the art of writer identification and retrieval

1. Introduction:

Writer identification is the task of recognizing the writer of a document among of knowing
writers form dataset. In contrast to identification, writer retrieval is the task of finding
handwritings in a database according to the similarity of the handwriting to a reference

handwriting.

This Chapter presents briefly overview the Identification and retrieval writer's research field,
including the basic concepts associated in this area and the datasets used in experimental
setup on evaluation protocols and in the performance of current identification/ retrieval
systems, also the step of features extraction of specific styles of writer in the handwriting

document and the machines learning used.

2. Writer identification system /writer retrieval system

In Writer identification system a dataset with the handwriting of known writers is available
and for a new document image the system should return the identification of its writer. the
retrieval system a set of documents, with known or unknown writers, is given and for a new
document image a ranking according to the similarity of the handwriting of the document

images in the dataset should be returned.
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Figure 1.IMlustration of the difference between writer identification and retrieval: a) Writer identification, b) writer
retrieval.
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3. Text Dependent / Text Independent

The Classification systems for writers’ identification/retrieval can be categorized into two
large families, based on the level of text dependency: text-independent and text-dependent

writer’s identification [1,2,3,4].

Text-dependent writer identification/retrieval systems are more constrained and require a
writer to write a particular predefined text that will be used to identify (verify) their identity
or to recognize their gender. Text-dependent systems employ the comparison between
different characters or words of known semantic content. These methods therefore need the
prior location and segmentation of appropriate information. This is usually performed
interactively manually by a human user or automatically by a segmentation algorithm, but as
it requires the same writing content this method is not adapted for many practical situations.
otherwise, the second method which called independent text that use any given text can be
used in order to determine (verify) the identity or gender of the writer and it does not require
comparison of same characters. Thus, it is very similar to uses the comparison between
individual characters or words of known semantic (ASCIl) content and signature verification
techniques. This method considers as the universal model of hand writing text as the metric
for comparison, because no restriction on the subject of the written text, this task is more

general and thus more difficult to establish.

To extract stable characteristics, do not be influenced by the content of the text, from the
writing sample, it is preferable to recommend writing a minimal amount of Text (for example,
a paragraph containing a few lines of text). Even though it got a wider applicability, text-
independent methods do not obtain the same high performance as text-dependent methods
do. In case of notification, we cannot forget that both of these two systems (text dependent
or independent) have advantages and disadvantages. Text-dependent systems achieve very
high performance using less data, which is not possible for text-independent systems. in
addition, they are more vulnerable to counterfeiting because the text on which the verification

is done is known in advance. In the case of text-independent systems, forgery is not a
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significant problem because these systems extract, from a handwritten document, the less
frequent properties that are difficult to forge [5]. The use of a text dependent or independent
system is entirely dependent on the application area and the availability of data. For example,
in the case of legal applications, we cannot ensure that the data that is available for
verification matches the reference entry, so the only alternative is to use a text independent

system [6].

In this work, the study involving text-dependent and text-independent writer’s identification

and retrieval of offline handwritten text is focused.
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4. Online / Offfine

Handwritten documents can be mainly divided throughout the means used for data
acquisition into two classes: online and offline handwritings; With the ease of availability and
enhance in use of Tablet PCs, Pocket PCs, and other pen enabled input devices, online
documents are gaining popularity. Online handwritings contain the handwriting temporal
information process in addition to the pen movements coordinates, along with pen-up and
pen-down events. In contrast, Offline documents are digitalized images of handwritten

documents.

Online handwriting allows us to use pressure, spatial information and velocity, which are not
available with offline data. Online writer identification systems can be used in automated
identity verification systems, as though online data contains useful information for writer
identification (i.e., the order of the lines, the position of the pose and the raising of pencil, the
pressure, speed, ...... etc.) that is lost in offline data; offline writer identification and retrieval
is considered maore challenging than online writer identification and retrieval [7] The sample
process shows the scanning of the documents from different writers, pre-processing done to
the scanned documents, feature extraction that make major distinctions between the scanned
images while at the same time reducing its dimensionality, and finally the classification step

done writer recognition was carried out.

In our case, the handwriting documents acquired by the off-line mode includes capturing the
textimage using the sensors such as scanner or camera with a minimum degradation. Through
this step, despite the good acquisition quality systems, noises might appear in scanned

images. This is caused by the area, texture type, the document state and its lighting.
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5. Benchmarking Datasets

the databases of images of Handwritten documents are in fact the main entrance in the
evaluation of systems writer identification and verification. They provide an effective means
for the unification and comparison of the work carried out within the different research teams
around the world. In the work presented in this thesis we used several datasets, some of which
contain single-script and multi-script documents written in different languages and collected

under different constraints. In the following, we will review the most important of them.

5.1. ICDAR-2013 dataset

This dataset is proposed in Writer Identification Competition [8] of (ICDAR 2013)
International Conference on Document Analysis and Recognition for the well-established
evaluation methodology to enable research teams to make their contributions in order to find
effective writer identification systems for Latin scripts. It consists of 1000 handwritten
documents written in two different languages (English and Greek). Each writer filled 4
handwritings (two in Greek and two in English). The first 200 writers share the same texts
while the remaining part of this dataset (50 writers) was acquired from data created for the

testing phase of handwriting segmentation contest.
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Figure 3:Handwritten document samples from ICDAR-2013 dataset.

5.2. ICFHR 2018 dataset

The 16th International Conference on Frontiers in Handwriting Recognition (ICFHR 2018)
propose in this Competition of Multi-script Writer Identification to using CERUG Data sets,
WDAD , and LAMIS-MSHD, In the context of the 16th International Conference on Frontiers in
Handwriting Recognition In order to examine the overall performance of new Contributions
in multi-script writer identification and to analyze the overall performance of well-known

script-dependent writer identification systems in a multi-script environment [9].

5.3. LAMIS-MSHD Dataset

A Multi-script Offline Handwriting Dataset (LAMIS-MSHD) [9] this database is mainly targeting
writer identification and verification in a multi-script environment and can also be effectively
used to evaluate systems Such as signature verification, script recognition and handwriting

recognition...., Contains constrained handwritten samples forms with content from 13
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different sources including handwritten text, signatures and digits. Each form was
subsequently digitized at 300 dpi. The forms have been replenished by 100 randomly selected
volunteers in Tebessa (Algeria) from different age groups, gender (Arabic and French writers),
level of hands and educational backgrounds. Each writer filled 13 forms making a total of 1300
forms on each of the 13 forms six in French, sixin Arabic and one form with isolated digits and
numerical strings., the individuals provided their personal information including education
level, age group, name, gender. The volunteers were also asked to provide their signatures in
the specified place. The writing samples were collected by asking the writers to copy the filled
text on each form, six in French, six in Arabic and one form with isolated digits and numerical

strings. All writings were produced with a blue or a black pen.

\_5\4@5\ BD\./'J L_S )5“})“\ L&.\" ) ‘“"‘Q'AQEL:'_(:JSJ‘\\ \_LUA\J

Ll s Zoass (eI 3 e %fﬁ’ Lot e 2y s Lend U gyl
\D;.hf_j'{ﬁ“\ M\_‘j s M‘J\ L!LA"% § R b LJ'JJ _w_.aj \ Ao!-g\—d\ -\““JLA\ :'M*’)}\‘)\
Jm_i\ L.,y&—"-—-ﬁ—__r% u" a\4 N ANSARICT s P AW u‘"‘"-‘" \)zgo‘e\gj\
EL]‘ s \_ru%)‘\_xj\ (s> ‘&4-'“3 5}\ \’-»3\ )%')}T: ).L-\\ \»:;.JJ‘\ r;.‘,)_)_;',-..:j ( :}-‘\«‘
A STy ‘3‘*‘53‘3 Oy VN o e ) N Al e ot
G LadZs W\ il 53500 6 ity & aly Lgygl e ot
™ L

Figure 4:image from LAMIS dataset contain Arabic handwritten text.
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5.4, CERUG Dataset

The CERUG dataset [10] comprises handwritings collected from 105 Chinese subjects, mainly
students from China. Some of them live in China and the others study in the Netherlands.
Every subject is required to write four different A4 pages. On page 1, the contributors were
asked to copy a text of two paragraphs in Chinese. On page 2, the subjects described certain
fields they liked in their own words in Chinese. Page 3 includes English text copied from two
paragraphs. This page is split into two subpages, and each subpage contains one paragraph.
Overall, there are four handwritten samples from each writer, two in English language and

two in Chinese language. All the handwritings were scanned at 300 dpi, 8 bits/pixel and gray-

scale.
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Figure 5: image from CERUG dataset contain two paragraphs in Chinese.
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5.5. WDAD Dataset

The WDAD Dataset [11] contains 800 handwritings images written by 200 different writers. All
the forms in the dataset are filled by volunteers selected from different of genders, ages,
educational levels and handedness. Each volunteers wrote 4 handwritten documents. The
specificities of the dataset are as follows: The first 2 pages comprise Farsi while the remaining
2 pages comprise English handwritten text. The text on each of the 12 pages is different and

all volunteers copied the same text.
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Figure 6:image from WDAD dataset contain Farsi handwritten text

5.6. ICDAR2017 Dataset (Historical-WI)

This dataset used in the ICDAR2017 competition on the identification of a historical document
writer (Historical-W1) [12] consists of 3,600 handwritten text pages selected from the current
13th-20th century electronic library of the University of Basel that includes 140,000 images.

this dataset contains handwritings from 720 different writers, each writer produced five pages
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for the test sets, and in the training sets, 394 writers remained, or a total of 1182 pages. All

documents’ images are digitalized at 300 dpi, saved in jpeg format and png format for the

binarized images respectively.
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Figure 7: Binarized images from the ICDAR 2017 dataset.

5.7. BFL Dataset

The Brazilian Forensic Letter (BFL) dataset [13] was created for use by Brazilian forensic
experts as well as the Brazilian Federal Police for writer identification and retrieval by 315
undergraduate students in three various courses during one month, each of whom wrote
three samples, totaling 945 images. The texts were collected on A4 white paper without a
pencil line and then digitalized in grayscale at 300 dpi (3760 x 2448). Each writer was used his
own pen, which meant that several various pens were used. The text is short (131 words in
Portuguese) and complete in the sense that it covers all the characters (letters and numbers)
and certain characters combinations. This gives it suitable for text-dependent writer

identification and retrieval as well.

10
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Figure 8:sample of the BFL dataset

5.8. KHATT Dataset

KHATT (KFUPM Handwritten Arabic Text) dataset [14]: A comprehensive Arabic handwritten
text dataset is made freely available from 2012 onwards to researchers world-wide ,It make
use for research in different handwritten text related problems such as writer identification
and verification, text recognition, segmentation, pre-processing ,forms analysis ,It contains
unrestricted writing styles of Arabic texts written by 1000 different contributors from various

countries, gender ,age groups, level of hands and education, digitized at various resolutions
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(200, 300,600 dpi), the half of 4,000 images that make up the database contain a similar text
covering all Arabic characters and numbers while the remaining 2000 images contain free
paragraphs written by writers on any topic of their choice, the verified ground truth dataset
including meta-data describing the written text at the page, paragraph, and line levels in text

and XML formats.
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Figure 9:sample of the KHATT dataset.
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6. Pre-processing

Pre-processing steps are the technique applied to format images and improves their quality
or reducing the amount of information to process to keep only the most significant
information before they are used by training template and inference. This includes, but is not
limited to, the skew/slant detection and correction, resizing and colour corrections for text
document, and that are a segmentation challenge. These tasks generally include noise

reduction, normalization and binarization.

In this thesis, we aim to create a system that works on the original document without pre-

processing step.

6.1. Noise reduction

Noise in a Document image is random variation brightness or colour information in the images
captured due to the document age, the human handling of papers or the low quality of the
scanning devices. Generally, noise is degradation in image signal caused by external sources.
It can have various forms and appearances within an image and is, in several cases, disturbing
or an unwanted artifact that reduces the subjective quality of image. Basically, to reduce the
diminish spurious points and noises in the image, various filtering techniques were proposed
[15]. The filter choice is carried out according to the noise importance. A low additive noise
can be perfectly removed by low-pass filtering such as the Gaussian filter. For more
complicated noises, more powerful filtering techniques are used such as the “Transform

Domain Filtering” [16].
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6.2. Binarization

Image binarization it is an important step pre-processing in document analysis by converts a
multicolor image to grayscale image. For the handwriting images, it transforms a gray image
coded on 256 values to a binary image which affects 0 or 1 for the background and 1 or O for
the handwritten text by using a threshold. Thresholding techniques are generally classified
into global and local (adaptive) methods. For global thresholding, the Otsu binarization is the
most popular technique (Otsu, [17]). It consists to find a single cut-off level at which pixels in
a gray scale image can be classified into two groups, one for foreground handwritten text and
the other for the background. On the other hand, local methods use adaptive techniques to
find multiple threshold levels each for a local area of an image. In this respect, there are
several effective technigues such as “Bernsen thresholding” [18],“Sauvola thresholding” [19],
and “Niblack thresholding” [20], in this work The proposed method also assumes that the
writing is a texture image, thus a binarization step is not needed. The benefit is that the writer

identification or writer retrieval does not require a binarization step.

6.3. Size normalization

Size normalization is employed to correct the shape, size (dimension) and position of the
handwritten image. This step is required to reduce the shape variability between class images

in order to facilitate feature extraction and enhance its classification.

Normalizing document images to the same size is not always necessary in handwriting
recognition, since various feature generation schemes, like histogram-based techniques
(including Histogram of Oriented Gradients, Histogram of Templates, Local Binary Patterns,
etc) provide feature vectors with the same size whatever the initial image size. Nevertheless,
various experimental studies reveal that handling images with the same size can produce
more homogeneous features and accelerates the document processing [21]. Besides, for

some particular features such as convolutional neural network-based features, the size
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normalization is mandatory for the network training. In this aim,[21]; [22] utilized a

normalization of text images to facilitate the network training.

7. Text extraction and segmentation

Text extraction is extensively employed in handwritten document processing, because the
text is often situated in the middle of document pages. So, extracting the text can obviously,
accelerate the feature generation process, and remove useless information brought by the
background. Text is extracted by using histograms of horizontal and vertical projections The
horizontal projection corresponds to the number of text pixel in this line. Similarly, each
column is used to compute the vertical projection by calculating the occurrences of text pixels
along this column. The horizontal projection is used to extract lines, while the vertical

projection is used for words extraction.

Note that, generating features from the full handwritten document, provides a coarse
description of the writer traits. For this reason, a segmentation into smaller handwritten
image patches such as lines, words, or fragments can help to get more effective features. In
fact, the use of full documents has been employed in some applications, where there is no
need to highlight the writing style of each individual. For instance, in soft biometrics
prediction, which aims to predict the writer’s gender, handedness and age range, similar
performance is obtained by using full document or segmented lines ([23]; [24]). For the writer
identification and retrieval, researchers cope the large size of the handwritten text by using

features that are locally computed [25].

8. Features extractions

Feature extraction includes the translation of an input image to vectors contains of numerical
feature sets that allows them to shown as an image. The information extracted from the image
during the feature extraction step is called a feature. The local features are the important

fragments of interconnected objects; instead, the global features are all properties which can
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be attributed to an object [26, 27...,31]. Best features are those that satisfy the two conditions
of having small intra-class invariance and large inter-class invariance. In a right system, the
extraction and selection of features is so paramount and still the study focus in last few years
[26-31]. The methods used for extracting features in Writer identification and retrieval can be

clustered into two main groups.

A) Global Features: it attained from the handwritten text includes manipulation of the text
images instead of handwritten document. These comprise co-occurrence matrices and Gabor

filter.

B) Local Features: it Includes manipulation of the handwritten document in the shape of text
images so that numerous statistical properties can be found such as averages of width, height,

and characters legibility.

There are many methods for feature extraction, this thesis covers Texture-based approaches
that extract textural information as features for writer identification such us oriented Basic
Image Features (0BIFs), Complete Local Binary Patterns (CLBP), HINGE, Local Binary Patterns
(LBP), The Local Binary Pattern Variance (LBPV). Each method of them will be detailed in the

chapter in which he was used.

9. Classification technigques

The classification is a step which makes it possible an unknown pattern to be assigned to a
known class [32]. Two techniques of classification approach are used to categorize
handwritings features into several classes, unsupervised classification that can make without
producing training dataset and generated the classes according to the similarity between
samples. Overwise, the second technique of classification which is supervised needs training
dataset and identify the method of classification like the minimum distance, Spectral Angle

Mapper {SAM), the maximum likelihood, or Mahalanobis distance.
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For writer identification, the nearest neighbour classifier is one of the basic techniques and is
widely used to classify handwritten text image. Hidden Markov Model (HMM) is a current
approach to this problem which uses the structural and statistical information included in
handwritten text image. Artificial Neural Networks (ANN) are widely used for image
recognition and also extra well studied classification method [33]. Hence, Support Vector
Machines (SVM) which is developed at the beginning to classify two class and then extended

to problems of multi-class and perform to writer identification [33-36].

In the case of the writer’s identification, supervised classification has been approved since

writer’s classes are well definite. It can be performed in two stages:

Training stage: The goal of the training stage is to train the classifier with the known writer

dataset for further recognition with unknown writer dataset.

Recognition and decision stage: This stage classifies the input pattern by comparing them to a
list of reference patterns. This stage also uses classification techniques in the form of decision.
The decision stage is strongly influenced by the feature extraction step, and a successful of

the classifier.

9.1. Matching step

in writer identification and Retrieval system, the matching is a way of measuring how
handwritten samples are related or closed to each other. On the other hand, the dissimilarity
measure is to tell how much the handwriting document from one writer to another writer are
distinct.in another meaning, the matching measures the similarity between the feature vector
of a query document and documents feature vectors available in a reference dataset. Thereby,
all similarity or dissimilarity measures can be used in this step. Most of research works report
the use of standard metrics like Euclidean, Manhattan distance, city block, correlation and
spearman distance. Table (1) summarizes measures employed to perform writer identification

and Retrieval task in this thesis.
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Table 1 : Adopted similarity/dissimilarity measures

Distance Equation

2

Buclidean Deyar(x,y) =

i(xi —)?

D (ry)=1 cov (x,y)
¢ x,y)=1-—
Correlation Gonm \/var(x).\/var(y)
Xy
Cosine Peos(:3) = L5
2
Do(x,y)=r= n‘zfzi) where d; = R(x;) — R(y;) , n number
spearman
observations
n
city block Deityproc (%, y) = Zm — il
i1
Where:

x and y are feature vectors of two documents.

n. is the size of each feature vector.
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9.2. Support vector machines (SVM)

Support vector machine (SVM) is an attractive machine learning algorithms and regression
rules from dataset including non-linear and linear, not only does it have a solid theoretical
foundation, although it is also more performance and efficient in Hight dimensionality feature

spaces than other classifiers in numerous applications areas for dataset classification.

Additionally, it covers two main negative factors in machine learning:

¢ The Vapnik-Chervonenkis (VC) dimension provides a general measure of

parametrically controlling the SVM capacity.

¢ Avoid underfitting and overfitting.

Two other benefits are especially imparted by SVMs. First, the SVM can play well even with a
suit kernel, if datasets are a non-linearly separable in feature space. Another, particularly
popular for images classification problems where very high-dimensional feature spaces are
the standard. These benefits allow us to choose Support vector machine as top candidates for

effecting writer's identification systems.

SVMs are a type of machine learning algorithm that effecting regression and classification
using a hyperplane in a high feature space. The SVMs classifier is presented with an examples
of training set (x,y;) where the x are the data samples and the y; are the labels suggesting
which class the sample belongs to. For the two-class problem of pattern recognition, y;=-1 or

yi= +1.

Where, example of a training (x;,yi) is called positive if y; = +1 and negative otherwise.

SVM has its skill to select the representative training dataset, commonly referred to as a
"Support vectors" and tries to find the optimal line is called hyperplane which maximizes the
margin or distance between the nearby points from two classes. When learned, a decision

function is built in order to classify data according to the area separated by the hyperplane.
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The errors are minimized by maximizing the margins controlled by the classifier's VC

dimension.

SVMs built a hyperplane which separates two classes and attempts to perform maximum
separation between the classes. It allows to separate the classes with a large margin minimizes
a bound on the predicted generalization error. Maximal Margin classifier is called simplest
model of SVM which is constructs an optimal hyperplane using linear separator given by w'x
- ¥ = 0 between two examples classes. The free parameters are a vector of weights w, which
is orthogonal to the hyperplane and a threshold value y. These parameters are obtained by

solving the following optimization problem using Lagrangian duality.
L 1 5

Minimize > [[w||

subject to Diiwix,—py)=1i=1,.... , L

Where D;; corresponds to class labels +1 and —1. The samples with non-null weights are called
support vectors. In the presence of wrongly classified and outliers training examples it may be
suitable to allow some training errors in order to avoid overfitting. A slack variable vector &i
that measure the violation amount of the constraints is introduced and the optimization

problem mentioned to as soft margin is given below.

minimize E
=c ) g+ s|lwl
w,y .

Subject to D;wix;— ) +y;=2Li=1,...,.1L. § =0

In this equation the contribution to the training errors and objective function of margin
maximization can be balanced through the use of regularization parameter c. The following

decision function is used to correctly predict the class of new sample with a minimum error.

T

f(x) = sgn[w'x —v]
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The benefit of the dual equation is that it allows an efficient learning of non—linear SVM
separators, by giving kernel functions. Theoretically, a non-linear kernel function computes a
dot product between two vectors that have been mapped into a high dimensional feature
space. Then there is no require to perform this mapping explicitly, the training is still possible
although the real dimensional feature space can be very high or even infinite. The parameters

are obtained by solving the following non-linear SVM equation.

T

1
Minimize Ly(u) = EuTQu —elu

dTu=0,0<u< Ce

Where Q = DKD and K the Kernel Matrix. The polynomial or Gaussian of kernel function X
(AAT) is used to construct hyperplane in the feature space, which splits two classes linearly,

by achieving computations in the input space. The decision function is specified by
Flx) = sgn[K(x,xiT) *u—yl
where U is the Lagrangian multipliers.

When the class labels number is further than two, the binary SVM can be extended to multi
class SVM. One of the classical methods for multiclass SVM is method of one versus rest. For
each class a binary SVM classifier is created, separating the data points of that class against
the rest. Therefore, in case of N classes, N binary SVM classifiers are constructed. Through
testing, each classifier produces a decision value for the test data point and the classifier with
the maximum positive decision value assigns its label to the data point. The comparison
between the values of decision produced by different SVMs is still valid since the training

parameters and the dataset remain the same.
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10. Conclusion

In this chapter, firstly we presented an overview of the main modules composed a writer’s
identification and retrieval systems that the work of this thesis is based, where we focus on
extracting the features characteristics of specific styles of the writer in the handwriting
document, these features and their differences are required to create an effective system of
writer’s identification and retrieval based on the support vector machine (SVM) classifier or

similarity or dissimilarity measures .

in the following chapter, we will present our contributions to the area of writer identification

using handwritings document based on single script.
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1. Introduction

Identifying and authenticating people based on human samples, physical or behavioral, have
a wide a range of applications, starting from a voice (behavioral) to communicate with a
mobile phone to a DNA (physical) to recognize a homicide's writer.

Many researches proposed efficient approaches to identify people using different types of
human samples. Handwriting is one of these samples that attracted a lot of interest in the last
decades due to its applications in document retrievals, court of justices and also in electronic
devices.

In this chapter, we propose an approach for writer identification, where the objective is to
assign one of the pre-registered identities in the system to the handwritten sample read as
input. Different approaches have been considered in the literature for this task, where they
diverge mainly on the set of features used to describe the handwriting samples. Various
features, such as LBP, LTP [37], LPQ [28], curvature features [38], RootSIFT descriptors [40],
can be divided into two categories: Text-independent methods that classify the writer
independently of the sample’s semantic content. instead, the text-dependent methods
require the samples to be of same fixed content. The text-dependent researches are mainly
motivated by forensic applications; for this approaches a non-exhaustive list of some

interesting studies is presented in [29], [40-44].

Plentiful competitions with the aim of identifying the writers have been held at well-known
conferences such as the International Conference on Frontiers in Handwriting Recognition
(ICFHR) and the International Conference on Document Analysis and Recognition (ICDAR), in
addition in conjunction with ICDAR 2013 [8], the English and Greek handwriting samples has
been orderly. In this chapter, our goal is to analyze the current state of Writer Identification
methods based on the handwriting datasets of the competition ICDAR 2013 [8]. One of these
methods, labelled as "CS-UMD-a" uses the gradients taken from the contour of the segments
of words spliced by sewing cuts to form a feature vector. Features are then grouped together
to identify the best representative character set. These character sets are used to calculate

the similarity between images.

The proposed system ranked first used different configurations of Complete Local Binary

Patterns (CLBP) and Local Binary Pattern Variance (LBPV), and various combinations of
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distances metrics to identify writer from handwriting document. Hence, the features vectors
normalized using Probability Density Function (PDF). The proposed system uses a leave-one-
out strategy for ranking according to the similarity between two handwritings. Figure 1 gives

an overview of the proposed approach.
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Figure 10: Overview of the Proposed System

In this chapter, first we present some of the relevant works in the writer identification and
retrieval. Second, the choice and the motivation of features used in our approach are
discussed, in the followed section we present the obtained results, where a comparative
discussion is conducted between our approach and other present in the literature. Finally, we

conclude with a discussion.

25



Chapter 2: Offline writer identification and retrieval based on single script

2. Related Work

In many different literature reviews which was conducted in the topic of writer identification
[48], where the handwriting variability and its impact on both the writer recognition task and
text recognition task have been discussed [49]. For the case of the writer recognition, two
approaches determined: the verification (retrieval) task and Identification task. The
identification system must take a handwritten sample as input and match it with the ID of
what is registered in the system.; at the outset at the beginning of the verification task, the
system needs to take two handwritten samples and determine if they were written in the
same handwriting. This section describes some of the work done as part of the writer

identification task.

All writer identification approaches reported in the literature converge to the same structure,
which is clearly represented around the feature extraction module and the decision module.
The role of the preprocessing module, if present, is limited to the connected component

extraction and image binarization.

Feature extraction is a central module that allows you to observe divergences between
different writer identification approaches and can divide the features used into global features

(textures) and local features (structures).

Textural features were examined in [37] proposed and evaluated with two IFN/ENIT datasets
and IAM datasets, the same method focused on textural features and use three methods to
extract features from fragments considered as a texture which come out of the handwriting
images division, Local Phase Quantization features (LPQ); which relies on the local phase
information extracted from the short-term Fourier transform. LBP features were extracted in
addition to a variant of LBP less sensitive to noise and distortion mainly called Local Ternary
Patterns features (LTP). With a performances rate of 89.5% and 94.9%, respectively. In [28],
the authors extracted features from handwritten blocks based on local phase quantization

(LPQ) and local binary patterns (LBP), This approach was evaluated on the Brazilian Forensic
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Letter (BFL) dataset and the IAM dataset, the SVM classifier was used, and the authors had

been announced that a good identification rate which is 99 %.

As already mentioned, other approaches to identifying authors are based on local features
such as grapheme [39] resulting from the process of segmentation words handwriting, and
the codebook [48] which are widely used in the literature. In fact, the author used it in [10]
to characterize the handwritten junctions. This approach was evaluated on two different
datasets, Fire Maker and 1AM, with a high identification rate of 94%. using a Fire Maker dataset
for evaluation and codebook as a module of characterize features character fragments, that
containing fragmented connected component contours (FCO3). the same author [10]

obtained a high identification rate of 97% in last method.

Due to their ability to describe the main characteristics of writers based on handwriting text,
textural features extraction considered as the most important module in analysis of the writer
identification stated in the literature. For this, we investigate in this chapter the relevance of

using a couple of features: the VLBP and the CLBP, discussed in the next section.

3. Feature extraction

In this proposed approach, where we aim to identify an individual based on a sample of his
handwritten text, we decided to capture the handwriting function using a combination of the
LBPV feature and the CLBP feature. These allow to capture and distinguish curvature and
texture information in handwritings documents. These descriptors have been successfully
used to solve various tasks related to document analysis. These features are described in the

following subsections.
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3.1 Complete Local Binary Patterns (CLBP)

Local Binary Patterns consider the local structure of the image only discarding the difference
of magnitude between the central pixel and its neighboring pixels. The authors of [49] noted
that because LBP only evaluates the difference between two gray values, it frequently
generates inconsistency codes. The LBP operator generates a binary code for a center pixel
with an intensity value. The LPB code generated relates to a dark spot that does not exist in
this instance. To address this issue, [49] introduced CLBP, a completed LBP. Each pattern's
core gray level data were merged with the pattern's local magnitude and sign information.
The sign and magnitude differences are both captured with two bits each. The calculation is

summed up in (Equation 1).

sp = s(ip — i) mp = lip — ¢ (1)

Where s, denotes the sign difference between the central and nearby pixels' intensity levels,
and myis the magnitude difference; iy denotes the intensity level of the neighboring pixel, and
ic denotes the intensity level of the center pixel.

mp and s, are further used to calculate CLBP-Magnitude {CLBP_M) and CLBP-Sign (CLBP 5} .

CLBP Magnitude and CLBP Sign are mathematically expressed in (Equation 2} and (Equation 3) respectively.

_ timp,c)=1,]ip —i| =¢
CLBP Mpy = Zi:; 2°t(mp. ), {tgm:cg =0, ||1: - ic|| < C} %
B _ _ sp=1,ip =1
CLBP_SPJR = ZP:O ZPS(lP - "'C)J {Si = li < li} @)

Where i is the intensity level of center pixel, iy is the intensity level of neighboring pixel, R is

the radius of neighborhood and P is the value of center pixel.

Furthermore, Guo et al. [49] introduce a new operator CLBP Center (CLBP_C) based on the

gray level of each pattern (Equation 4).
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CLBP Cpp = t{ic.c;) (2)

Where ¢ is the average gray level of whole image and i. is the gray level value of central pixel.
The final CLPB descriptor is created by concatenating the three descriptors and it outdone the

traditional LBP [18] for texture classification problems.

3.2 Local Binary Pattern Variance (LBPV)

Local Binary Pattern Variance (LBPV) is used to exploits the complementary information of
local contrast into the one-dimensional LBP histogram [50]. A rotation invariant measure of
the local variance (VAR) is quantized using the threshold values from the test images. The
feature distribution, calculated from all the training images thanks to the threshold values, is

defined as:

P-1,, Bl

VARpp = % 2p_olle —W? Where u = %szolp (3)

In order to partition the total distribution into N bins, with the same number of entries, some

of the previous threshold values may be used.
The LBPV is a simple but effective method joint LBP and contrast distribution method.

To weight the contribution of the LBP code in the histogram calculation, we can consider the
usage of the variance VAR. Furthermore, LBPV does not need any quantization and it is totally

training-free. The LBPV histogram is computed as:

N
LBPV, g (k) = Zl S W(LBRog (i) k) k€ [0,K] (4)

Where:

VARp (1)), LBRgr(i)) =k
0 otherwise

w(LBP, (i, ), k) = { (5)

In addition, these feature vectors are normalized using Probability Density Function (PDF) of

an exponential distribution for providing a significant improvement for writer classification.
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Indeed, to model the randomness of elapsed times between events, the PDF of an exponential
distribution is frequently used. Thus, if the times between events follow an exponential
distribution, then the number of events in a specific interval of time follows a so-called Poisson

distribution.

The exponential distribution has mean parameter g which must be greater than zero and

evaluated at the values x in the vector X.

The exponential PDF is

1
1 ——x
fualy = fu® " SorE >0

0 forx <0

Where p>0 (6)

4. Probability Density Function (PDF)

The normalization of the data before evaluation is often necessary so that the inputs are
uniform, in order to normalize the vectors resulting from the feature extraction phase, we
used the probability density function {pdf) because it is the most fundamental building block
for the statistical description of a variable. The probability density function (PDF}, denoted f,

of a continuous random variable X satisfies the following:

—

. f(x)=0,forallxeR

2. [ is piecewise continuous

(V]

S F(ddx =1

o

Pla<X<b)=[ f(ddx=1.
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5. Decision

The last module in this approach is that which measures the distance between the features’
vector of the query document and the features vectors of the reference documents as a result
of the training phase. various distances metrics were considered, such as the Euclidean
distance, city block distance, correlation distance, cosine distance and Spearman distance. in
the step of matching, the final result of matching score reports the select minimum distance
that most closely matches the query handwriting document.

The basic statistical reasoning measures based on the least product distance from the best
distance metrics are utilized to arrive at a final conclusion by taking into account the decision
of many distance metrics for combination distance metrics. We took for the objective of

increasing the categorization rate in our study.

6. Experimentation and Results

The experiments aim to study the effect of the mean parameter p of exponential distribution
in normalizing the Complete Local Binary Patterns (CLBP) and Local Binary Pattern Variance
(LBPV) features from the binarized image. In addition, the Euclidean distance measure is used

for classifying each document. The realized Top1 is illustrated in Table 2 and Table 3.

As can be shown, the LBPV 155, CLBP1s,4, CLBP 165 features outperform the others features
configuration when p= 84 is used. As a result, these features are extracted from the entire

handwriting image.
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Table 1 : Topl rates on ICDAR 2013 competition using CLBP

w0
2| | 22| 8l x| | 3| G| a| S
K < < < g g g 0 = =i = & —
s | @ | @ | 8|2 |8 || 8| 3|33 8
O ] o (&) ] ] [®] (] (&) 1] & O
60| 9,20 | 7,80 | 4,00 | 8,00 | 61,90 | 33,40 | 29,60 | 9,10 | 67,60 | 88,60 | 89,70 | 76,90
62| 9,40 | 810 | 4,00 | 8,00 | 63,00 | 34,30 | 30,80 | 9,20 | 68,00 | 88,80 | 90,00 | 77,10
64| 9,40 | 840 | 4,00 | 8,00 | 63,40 | 35,50 | 31,80 | 9,10 | 68,70 | 89,00 | 90,10 | 77,00
66 9,40 | 840 | 4,10 | 7,80 | 64,00 | 37,00 | 32,40 | 8,80 | 69,40 | 89,50 | 90,10 | 77,50
68| 9,60 | 870 | 4,40 | 8,20 | 64,20 | 38,10 | 33,40 | 9,10 | 69,80 | 89,50 | 90,20 | 78,10
70| 9,70 | 9,30 | 4,40 | 8,20 | 64,40 | 39,00 | 33,70 | 9,10 | 70,10 | 89,50 | 90,20 | 78,50
721 990 | 9,80 | 4,40 | 8,30 | 64,70 | 40,20 | 34,20 | 9,20 | 70,20 | 89,50 | 90,30 | 78,80
741 10,00 | 10,20 | 4,40 | 8,30 | 65,10 | 41,40 | 35,10 | 9,10 | 70,60 | 89,40 | 90,40 | 78,90
76| 10,00 | 10,60 | 4,50 | 8,30 | 65,50 | 42,60 | 35,80 | 9,10 | 70,70 | 89,70 | 90,70 | 79,20
78| 10,10 | 10,70 | 4,70 | 8,70 | 65,90 | 43,70 | 36,40 | 9,40 | 71,40 | 90,10 | 90,80 | 79,60
80| 10,30 | 11,00 | 4,70 | 8,70 | 66,90 | 44,30 | 37,70 | 9,50 | 71,20 | 90,40 | 91,00 | 79,90
8211040 | 10,80 | 4,80 | 890 | 67,10 | 44,50 | 38,50 | 9,70 | 71,50 | 90,40 | 91,20 | 80,20
8411050 | 11,10 | 4,80 | 890 | 67,10 | 45,00 | 39,70 | 9,70 | 71,70 | 90,40 | 91,30 | 80,20
Table 2: Topl rates on [CDAR 2013 competition using LBPV.
1 ~ < — o~ < 0 =L s ) = o«
< < < ) L) ) o6 = b b o > ©
N E|&| 5| 5|5 |5|5 |3 |2 |%|§|%%
| —l - et —] | - = | o | = o
60 | 6,80 | 9,50 | 6,90 | 21,10 | 61,70 | 52,30 | 67,20 | 21,00 | 56,60 | 81,90 | 90,10 | 79,70
62 | 690 | 9,40 | 7,20 | 20,90 | 61,80 | 52,70 | 67,90 | 21,00 | 56,30 | 82,00 | 90,10 | 79,80
64 | 7,00 | 9,40 | 7,60 | 20,90 | 61,60 | 53,00 | 68,30 | 20,80 | 56,20 | 82,00 | 90,10 | 80,00
66 | 6,90 | 9,80 | 8,00 | 20,90 | 62,10 | 53,40 | 68,90 | 20,90 | 56,20 | 81,40 | 90,30 | 79,90
68 | 6,90 | 9,80 | 8,10 | 20,90 | 61,70 | 54,50 | 69,30 | 20,80 | 55,70 | 81,20 | 90,30 | 80,20
70 | 6,90 | 10,10 | 8,40 | 20,90 | 61,90 | 55,20 | 69,90 | 20,70 | 55,80 | 81,30 | 90,10 | 80,20
72 | 7,00 | 10,20 | 8,50 | 20,40 | 61,80 | 55,50 | 70,30 | 20,80 | 55,80 | 81,50 | 90,10 | 80,20
74 | 7,50 | 10,10 | 9,00 | 20,50 | 61,80 | 56,30 | 70,70 | 20,90 | 55,70 | 81,20 | 90,20 | 80,40
76 | 7,80 | 10,20 | 9,10 | 20,30 | 61,80 | 57,20 | 70,70 | 21,10 | 55,40 | 81,20 | 90,30 | 80,50
78 | 7,70 | 10,20 | 9,20 | 20,50 | 61,70 | 57,70 | 70,60 | 21,00 | 55,00 | 80,80 | 90,30 | 80,60
80 | 8,00 | 10,20 | 9,30 | 20,70 | 61,60 | 58,20 | 70,90 | 21,10 | 54,60 | 80,50 | 90,20 | 80,80
82 | §10 | 1050 | 9,80 | 20,90 | 61,60 | 58,70 | 71,30 | 21,20 | 54,50 | 80,40 | 90,20 | 80,80
84 | 8,10 | 10,60 | 10,00 | 21,10 | 61,50 | 59,40 | 71,40 | 21,20 | 54,50 | 80,30 | 90,30 | 81,00

To increase the classification rates, we applied several distance metrics such as correlation

distance, cosine distance, Spearman distance, and city block distance in addition to the

Euclidean distance.
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Table 4 summarizes the results of the several distance metrics used to calculate the
performance of these features. Using correlation distance, LBPV 168, CLBP 155, and CLBP 164
achieved the highest precision Topl of 90.40 percent, 91.30 percent, and 90.30 percent,

respectively.

Table 3: Writer identification rates with different features using the different distance metrics.

Feature Histogram Description
CLBP 154 CLBPiss LBPV iss

DIM 486 486 243
EUCL 87.70 88.90 82.10
CORR 90.40 91.30 90.30
COSINE 90.00 90.90 85.10
SPEARMAN 89.50 93.70 90.60
CITYBLOCK 87.20 88.50 84.00

Also, to increase the classification rate, we calculated the precision Topl for several
combinations of best distance metrics. The proposed method's performance was investigated
by calculating the minimum of the product (Prod) of several distance metrics with matching

characteristics (features).

Table 5 summarizes the results obtained using these combination schemes. In general, the
classification rates of combination scheme based on the minimum of product of the cosine
distance of CLBP1s4 and Spearman distance of LBPVig3 are relatively high as compared to

other combinations distance metrics as well achieving the precision Top1 of 95.70%.
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Table 4: writer identification rates for various combination schemes.

Combination schemes Top 1 (%)

D1: D2: D3:

CLBP 164  CLBP 168 LBPVis,s Proc ol el Becl(pz0%)
CORR 95.40 93.40
COSINE 94.10 92.70

CORR CORR SPEARMAN 95.50 93.40
EUCL 94.50 93.00
CITYBLOCK 94.40 93.00
CORR 95.30 93.00
COSINE 93.60 91.70

COSINE COSINE SPEARMAN 95.70 93.30
EUCL 94.10 92.00
CITYBLOCK 94.30 92.20
CORR 93.20 94.20
COSINE 91.80 93.50

SPEARMAN  SPEARMAN SPEARMAN 92.40 93.60
EUCL 91.00 94.30
CITYBLOCK 91.60 94.20
CORR 94.40 91.70
COSINE 91.80 89.10

EUCL EUCL SPEARMAN 95.50 92.90
EUCL 92.40 89.00
CITYBLOCK 92.40 89.10
CORR 93.30 91.40
COSINE 91.00 88.80

CITYBLOCK CITYBLOCK SPEARMAN 95.30 92.50
EUCL 90.70 88.50
CITYBLOCK 91.50 88.90

According the previous results, we are evaluated the proposed method using the optimal
decision strategy compared with the four (4) best systems submitted to ICDAR 2013
competition on Writer Identification. Table 6 reports the comparison of the proposed method
with the same as that of the ICDAR 2013 competition (1000 document images (Greek and

English)).
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Table 5 : Comparison of proposed method with ICDAR 2013 methods

Topl

o Method
Proposed

! Method 95.70
2 CS-UMD-a [8] 95,10
3 CS-UMD-b [8] 95,00
4 HIT-ICG [8] 94,80
5 TEBESSA-c [8] 93,40

Table 6 shows clearly that our approach outperforms the other methods. This fact, proves the

validity of the texture features with optimal combination schemes for Writer Identification.

The second phase of experimentation was conducted using only the Greek part of the

benchmarking dataset (500 images) and only the English part of the benchmarking dataset

(500 images). The evaluation results of proposed system with optimal combination shames

for each language independently described in the Table 7.

Table 6 : writer identification rates using only the Greek part and the English part of the benchmarking dataset.

Rank Method Script Topl Average
Greek 97.20

1 Proposed Method 95.20
English 93.20
Greek 95.60

2 CS-UMD-a [8] 95.10
English 94.60
Greek 95.20

3 CS-UMD-b [8] 94.80
English 94.40
Greek 93.80

4 HIT-ICG [8] 93.00
English 92.20
Greek 92.60

5 TEBESSA-c [8] 91.90
English 91.20

It can be seen from Table 7 that the proposed method outperforms other methods using for

each language independently (script-dependent) Greek and English. It should however be

noted that the proposed system does not require any preprocessing and the features are

directly extracted from document images.
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/7. Conclusion

In this chapter, we proposed an original approach to identify individuals based on their
handwritten documents. we proposed to characterize the handwriting a couple of features:
CLBP and LBPV histograms. These features offer the benefit of capturing both the curvature
and the textual information. To measure the distance between two features vectors, we used
different metric distances. The experimentations were carried out according to the same
experimental protocol of the ICDAR 2013 . The obtained results have showed clearly that our
approach outperformed the methods reported in the ICDAR competition.

In the next chapter we investigated the effectiveness of texture feature column scheme to

characterize writer from his handwriting documents written in different languages.
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Chapter 3: offline writer identification based on multi script

1. Introduction

Computerized analysis of handwriting and handwritten documents is one of the most active
types of research are as for many decades that have attracted considerable research interest
of document examiners, forensic experts, psychologists, neurologists and paleographers.
Contrary to machine printed text, handwritten text and Hand-drawn figures carry valuable
and varied information about the person who produces these documents. The unique writing
characteristics of an individual (depicted through writing style) make it possible to employ
handwriting as a behavioral biometric modality hence allowing identification and verification
of writers from handwritten documents. Formally, writer identification task includes finding a
writer’s identity based on a query of a handwritten document comparing it with a set of
writing samples with known writers. Writer verification, on the other hand, includes deciding

whether two writing samples have been produced by the same individual or not.

Physiological biometrics (Iris, fingerprint, hand geometry, retinal blood vessels, DNA...etc.) are
strong modalities for person identification due to the high complexity of the biometric
templates used. On the contrary, behavioral biometrics such as handwriting [46],
[51],[53],[54] are less invasive, but the achievable identification accuracy is less impressive

due to the large variability of the behavior-derived biometric templates.

Analysis of handwriting system can be integrated an expert system to identify the writer of
handwritten text. Design of a practical application of writer identification can perform as well
as a human expert and exhibit characteristics of a traditional expert system [52], [55], [56]. It
is Important to mention that such solutions are aimed at facilitating and not replacing the
human experts. Hence, the automatic systems can be employed to reduce the search space
so that human experts can focus on a manageable sized list of potential candidates. A number
of works have been carried out to integrate the information from forensic experts into expert
system where a subset of features employed by the experts is algorithmically computed by
computer programs. As discussed earlier, such computerized systems can be employed to
reduce the search space and the hit-list returned by such systems can be subjected to

examination by human experts to come to a conclusion.
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Many researchers were attracted towards handwritten writer identification which is the most
promising area of image analysis and machine learning. Due to advancements in technology
pattern recognition and image processing lot of improvement was observed in Writer
Identification from offline handwriting images. The latest developments on this problem can
be found in [57], [58], [55],[56]. These systems aim to capture the visual differences in the
individual’s handwriting, including allograph variations, slope of lines and slant of characters,
line spacing, inter and intra-word spacing, legibility, cursivity, readability, line tilt and tilt

characters, etc. in Figure 11.

A number of recent studies on writer identification rely on extracting the writing features to
characterize the writer. In our study, we aim to use texture feature based on LBP Column
histogram and oBIFs columns histogram to build a feature extraction. The feature vector is

then employed to
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Figure 11.8amples of two different writers

classify writer using Support Vector Machine (SVM). An overview of the proposed method is
presented in Figure 12. The key theme of this study is to combine oBIF or LBP at two different
scales or parameters as we aim to characterize the writing style based on ‘how’ the text is
written rather than ‘what’ is written. The proposed approach is validated on single-script and
multi-script writer identification approach and high identification rates are reported in a

number of experimental scenarios.

This chapter is organized as follows. In the next section, we discuss the relevant literature on
this problem. We introduce the texture features employed in our study in Section Ill. Section

IV presents the experimental results, the classification scheme and the accompanying analysis.
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Finally, the last section concludes the chapter with some useful insights for further research

on this problem.
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Figure 12. Overview of the Proposed System.

2. Related work

Writer identification techniques reported in the literature are traditionally categorized into
single-script and multi-script approaches. Single-script methods for writer identification have
been a popular choice of researchers, they are used for to identify a writer based on a
particular script employed by forensic experts [53],[61], [62],[63]. Multi-script approaches are
also a very practical situation, where aggregation of a variety of handwritings script coming
from same writer is used to recognize his identity. Performance of multi-script approaches has

hardly been studied in the literature [62], [28], [6].

Among one of the contributions, based on textural features to identification of writers from
handwriting, [61] proposed to use textural measures, including Local Phase Quantization
(LPQ) and Local Binary Patterns {LBP), that were extracted from normalized blocks of
handwriting to capture the writing style. Experimental study on two different datasets, the

IAM dataset and the Brazilian forensic letter dataset, realized high identification rates. In
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another study, [63] proposed to divide handwriting into small windows and consider each
window as a unigue textural pattern. Textural descriptors including Local Ternary Patterns
(LTP), Local Phase Quantization (LPQ), and Local Binary Patterns (LBP) are then computed from
these fragments. This technique was evaluated on the complete set of samples in IFN/ENIT
and IAM datasets, and among the employed descriptors LPQ reported the best identification
rates on both the datasets. The oriented Basic Image Feature Columns (oBIF Columns)
proposed by [40] is the probability distribution of the bank of six Derivative-of-Gaussian filters
on two scales. The features have been evaluated using the IAM dataset and by making entries
to two top international competitions for assessing the state-of-the-art in writer identification,

these features provide a significant improvement for writer identification.

On the other hand, other works are based on writing segmentation into graphemes and
codebook to characterize the writer [61],[60]. Among well-known codebook-based writer
characterization techniques, [17] propose to employ a codebook of fragmented connected-
component contours (FCO3) extracted from character fragments (fraglets). This codebook is
generated by clustering these fragments using Self Organizing Maps (SOMs), the probability
distribution of fraglet contours was computed for an independent test set. The study describes
new algorithms for forensic or historical writer identification. Likewise, [18] extended the
same idea and used small writing fragments to extract writer-specific frequent patterns.
Distribution of these patterns was combined with curvature and orientation features
extracted from writing contours. In another study, [66] proposed to use a beta-elliptic model
in order to generate a synthetic codebook. In this method, a feature selection was proposed
to reduce the codebook’s size where the feature extraction is performed using a template
matching approach. The proposed technique was evaluated on the 411 writers in the IFN/ENIT
dataset. In another notable work [38], the authors propose a junction detection method using
crossings of strokes in the handwriting. The detected junctions are then employed to generate
a codebook of ‘lunclets’ to characterize the writer. the study of [38] proposed a writer
identification method using codebook extension model with an ensemble of codebooks (of
graphemes) in which a kernel discriminant analysis using spectral regression (SR-KDA) is
deployed as a dimensionality reduction technique to avoid over-fitting problem. However,
[40] employ the bagged discrete cosine transform (BDCT) descriptors for offline text

independent writer identification. Multiple models are generated using universal codebooks
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and a final decision is then obtained by using the majority voting rule from these predictor

models.

In another recent work, [69], writer characterization is investigated using an implicit shape
codebook technique. The proposed approach relies on identifying the key points in
handwriting and clustering the patches around these key points to generate an implicit shape
codebook. The authors in [70] employ RootSIFT descriptors computed densely at contour
edges. GMM super vectors are created by adapting a background model to the distribution of
local feature descriptors. The local descriptors are used as input to an Exemplar-SVM which

ranks the documents as a function of similarity with the query document.

Recently, the study specifically targets deep learning based automatic feature extraction
techniques have also been investigated for the text-independent approach to writer
identification. In [71] for example, authors proposed an end-to-end deep-learning method
using convolutional neural networks to automatically extract local features from writing
samples. Experiments on multiple datasets demonstrated the effectiveness of machine
learned features over hand-crafted features. A summary of well-known contributions to writer

identification reported in the literature is presented in Table 8.
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Table 8: Performance comparison of well-known writer identification systems

Study Number of

Database Language : Classification rates (%)
Features Methods writers
TAM English 650 96.70
Bertolini et al. (2013)
BFL Portuguese 315 99.20
Textural features IFN/ENIT Arabic 411 94.89
Hannad et al. (2016) TAM English 657 89.54
CVL English 310 96.20
Siddigi and Vincent (2010) IAM English 650 91.00
TAM English 650 91.10
He ct al. (2015) Firemaker Dutch 250 89.80
CERUG-MIXED Chinese and 105 96.20
English
Abdi and IFN/ENIT Arabic 411 90.00
Khemakhem(2015)
Codebook-based Khalifa et al. (2015) IAM English 650 92.00
TAM English 650 97.20
Khan et al. (2017) CVL English 310 99.60
IFN/ENIT Arabic 411 76.00
BFL Portuguese 300 98.33
Bennour et al. (2019) CVL English 300 94.00
KHAT Arabic 1000 62.81
IAM English 650 88.00
Local descriptors Christlein et al. (2017) CVL English 310 99.20
KHATT Arabic 1000 98.80
JEITA-HP Japanese 400 9382
Nguyen et al.
CNN (2019) Firemaker English 250 92.38
TAM English 650 90.12

The writer identification systems on single-script approach have been generally employed for writer
identification evaluation while IAM and CVL datasets used for English script, the IFN/ENIT and KHATT

dataset have been considered in most of the studies for Arabic script.

It is important to mention that many of the datasets, such as: 1AM, and IFN/ENIT, were primarily
developed for segmentation and recognition evaluation tasks and not for writer identification task.
However, these datasets were employed in writer identification tasks include the CEDAR letter [46], the
BFL dataset [72], ICDAR 2015 writer identification dataset [62], ICFHR 2016 writer identification dataset
[28] and ICFHR 2018 writer identification dataset [6].

An analysis of the writer identification methods based on feature extraction techniques reported in the

literature reveals the textural features remain a popular choice of researchers. Since, we are investigating
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mainly the multi-script identification task; the feature characterizing a writer cannot be local features, and
can relies only on the texture. In the present study, we investigate a new method based on LBP Column

histogram and the oBIF Colum histograms to identify writers independently from the script used.

3. Proposed Approach

The proposed writer identification approach depends on two main components: the feature extraction
component and classification component (Figure 12). A preprocessing step, where the handwriting image
is binarized using global thresholding is performed before the feature extraction and the SVM classifier

training. Each of these modules is discussed in detail in the following.

3.1. Texture Feature Column Scheme

The most important component in any writer identification system is the features extraction module.
Indeed, the performance of the identification system relies mainly on the choice of the features set used
to characterize the writer. These features have to embed a strong discriminant power to distinguish

efficiently one writer from another.

Our approach is based on the combination of two sets of texture features: the LBP and oBIF column

histograms described next.

3.1.1.  LBP Column Histogram Scheme

As a continuity of the Texture Unit (TU) proposed by [76], a new efficient texture tool analysis: LBP (Local
Binary Pattern) has been proposed in [74], where each pixel is encoded with a decimal number based on
its local surrounding structure. This encoding is operated first by subtracting the intensity value of a pixel
from its eight neighbors. If the resulted value is negative, the neighbor is assigned 1, and 0 otherwise.
Finally, a binary sequence of the eight neighbors is obtained by a clockwise concatenation; this sequence

is then converted into a decimal value which represents it LBP code.

The basic LBP calculated in a local 3 x 3 neighborhood suffers from capturing large scale structure that
may be the dominant features captured using neighborhoods of different sizes [75]. Local neighborhood
can be defined using circular neighborhood, which is centered at the pixel to be labeled, and the sampling
points which are not part of the pixels are interpolated by bilinear interpolation, thus making it possible
to define a circle of radius R and any number of sampling points P in the neighborhood denoted (P, R).

Figure 13 illustrates two neighbor-sets for different values of P and R. Also, it is referred to Extended LBP.
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Figure 13. Circularly neighbor sets for two different values of P and R

The coordinates of P neighbors (xg,y,) from the coordinates of the center pixel (xc,yc) on the edge of the

circle with radius R can be calculated with the sinus and cosines, as follows:

2mtp
Xp = Xc + Rcos (T)

. (2mp
Yp = Y + Rsin (—)
P
If the intensity value of the center pixel is gc and the intensity values of its neighbors are g, with p=0...

P-1, then the texture T are considered only the signs of the differences in the local neighborhood of pixel

(Xc ¥e), and is defined as:

T = (5(80 = gc):---: S(gP—l = gc))

Thus, the local texture is represented as a joint distribution of the value of the center pixel and the
differences. However, the extended LBP operator [28] is computed to each sign s(gp — g} at each pixel
location by taking into account the values of a small circular neighborhood with radius R pixels around the

value of a central pixel (x., y.) a binomial weight 2, as follows:
P-1

LBPp (e, ) = ) s(g» = £0)2°

P=0
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where P is the number of pixels in the neighborhood, R is the radius, and s(gp — g.) =1, if (g8p — 8.) =0,
and 0 otherwise. The histogram of these binary numbers is then used to designate the texture of the

image.

In our case, a uniformity measure of a pattern is used when it includes at most two bitwise transitions
from O to 1, or from 1 to 0, when the corresponding bit string is measured circular the number of bitwise
transitions from O to 1, or the opposites, the bit pattern is measured circular. Therefore, P(P-1) +3 is the
number of different output labels for mapping for patterns of P bits. For illustration, the uniform mapping
of neighborhoods of 8 sampling points produces 59 output labels, and 243 labels is produced in the case

of neighborhoods of 16 sampling points.

For the problem of writer identification, the LBP calculation takes two parameters, the sampling points P
on a circle of radius R; the encoding process is illustrated in Figure 14, The LBP column features are then
calculated across the image to generate a histogram. The histograms are then normalized, by dividing by
the total number of locations which are at both LBP images. Finally, to equalize the variances of the bins
of the histogram, the normalized histograms are square rooted. Figure 14 shows the different steps in the

coding scheme. The encoded image can be used to train a classifier for recognition.
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Figure 14. Different steps of the LBP Column scheme (A) Original image (B) image of LBP (P=8, R=2) (C) image of LBP (P=4, R=16) (D)
Both LBPs images at different parameters are crossed to form columns at each location (E) the histogram is computed with columns.

3.1.2. oBIF column h/'stogram scheme

The second set of features used in our writer identification and retrieval task the oriented Basic Image
Features (oBIF) that capture the textural information in a handwriting for a discriminatory representation.
These descriptors have been successfully useful to problems, including: texture classification [77], gender
classification [85], modern writer identification document [16], digit recognition [76], and Historical
handwritten document [87]. The texture-based descriptor oriented Basic Image Features (oBIFs) is an
extension to the Basic Image Features (BIFs) [80],[81] which can be slope, flat, dark rotational, light
rotational, saddle, light line on dark or dark line on light. Each location in the image is categorized into
one of seven local symmetry classes depending on local symmetry type, which can be slope, flat, dark

rotational, light rotational, saddle, light line on dark or dark line on light.
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This feature calculated using a set of six derivatives of Gaussian filters {up to second order) determinate
by a scale parameter g, is very efficient in detecting local symmetry classes. The parameter £ determines
if a location is to be classified as flat. The dimension of the oBIF feature vectors 5n + 3. In our study, the

orientations calculated into n = 4 levels resulting in 23 entries in the oBIFs dictionary.

We combine oBIF at two distinct scales to provide the oBIF column features [60] by ignoring any symmetry
type flat to improve the performance of the oBIF descriptor. As a result, the oBIF column histogram
scheme produces 484 entries up to 5 (n + 2)2. The features of the oBIF column histogram are determined
by two parameters: the parameter g, which is set to one of three small values of ££{0.1,0.01,0.001}, and

the scale parameter where 0<{1,2,4,8,16}.

Finally, the generated feature vector is normalized. Figure 15 shows the various steps in the oBIF column

histogram scheme.

The final features vector of our writer identification system is formed by concatenating the LBP or oBIFs
column histograms extracted from each handwritings image. This vector has been normalized so that the
mean and unit variance are zero. Different configurations are formed by changing the two parameters of
the oBIFs column histograms o and g, and the parameters of the LBP column histograms, the sample

points P on a circle of radius R, these configurations are described in detail in Section 4.

4. Classification

We used the Support Vector Machine (SVM) as a classifier for the classification task [82], [83]. The
following are the features that were extracted: The column histograms of LBP and oBIFs are used to train
our (SVM) and initiate the learning of the defined classes classifier. The Radial Basis Function (RBF) kernel

was used, with a kernel parameter set to [0, 100] and the soft margin parameter Cis fixed to 10.

To improve the reliability of system performance, the final decision is made by selecting the maximum
value from both normalized decision functions (LBP column histogram, oBIFs column histogram) for each

feature.
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More precisely, each feature is allied to an SVM classifier providing a normalized response termed

(fn)j(x), j=1,...n such that x is the handwriting feature vector (LBP column histograms or oBIFs column

histograms).
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Figure 15. The steps of the oBIF colunm histogram (A) Original handwriting image (B) oBIF computation for scale parameter ¢ =8 and
=4 (¢) the oBIFs at two scales are crossed to form columns at each location (D) the histogram is computed with non-flat columns
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Therefore, n is number of writers according to the following decision rule:

Eax b = max{fnj (x);i=0,.., n}

fmax () is the maximum value selected from the n responses provided by the SVM classifier, Where, fn(x)

is the nth mapping to the interval [0 1] of the original SVYM output values f(x) as following:

1

fn(x) = TT.7®

Where f(x) represents the output of the SVM obtained for a handwriting x to be classified.

5. System evaluation

Two main series of experiments validate the efficacy of the proposed approach. We first try to determine
the optimal configuration of the LBP and oBIFs column histograms in traditional writer identification
systems on single-script approach (Latin/Arabic), where the training and the test samples are within the
same script. We used two standard datasets for this purpose: the Brazilian Forensic Letter (BFL) dataset

[72] and the KHATT dataset [84], [85].

The second phase of our experiments is focuses on multi-script writer identification, the experiments are
performed on three datasets, CERUG [46], WDAD [67] and LAMIS-MSHD [86] using the same experimental

protocol as that of the ICFHR 2018 competition [6].

Feids Dataset and Experimental Protoco/

The experiments are carried out on single-script approach and multi-script writer identification. however,
the datasets were developed primarily for the evaluation of writer identification systems. In the single
script datasets, each writer provided samples in Latin and in Arabic. therefore, each writer in the multi-
script datasets provided handwriting samples in English, Arabic, French, Farsi and Chinese. The details of

the respective experimental protocols are shown below.
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5.2. Single-script protocol

Two distinct datasets were employed in the single-script writer identification protocol: the Brazilian

Forensic Letter (BFL) and KHATT datasets.

The BFL dataset consists of 945 handwriting samples representing 315 writers (3 samples per writer). The
textual content on every sample covers punctuations, words, special symbols, character combinations
and diacritics in Portuguese making this dataset applicable for evaluation of text-dependent writer
identification systems. In our experiments, we perform triple cross validation. In each of the experiments,
630 samples from 315 writers are used as a training set, and the remaining 315 samples from these writers

formed the test set.

KHATT is the second dataset employed in our experiments, it comprises of 4000 different handwritings
samples (Arabic Texts) representing 1000 different writers. However, the experiments are carried out five

folds cross validation using 2000 samples as test set and 2000 samples as a training set for each run.

5.3.  Multi-script protoco!

As explained above, during the second phase of our experimentations, we used three different datasets:
CERUG, LAMIS-MSHD and WDAD by performing six different tasks as described in the framework
presented in the ICFHR 2018 competition [64]

The most exciting aspect of the ICFHR to evaluate the performance of any writer identification approach
to learn the writing style of an individual, independently from of the writing script; the writing samples
proposed are written in Chinese, Arabic, English, Farsi and French. ICFHR competition proposes to

consider the six tasks below:

e Task 1: is created on English and Chinese samples of the CERUG dataset. The test dataset
comprises 80 unlabeled handwritings images written in English by 40 different writers while the

training dataset includes 80 handwritings samples written in Chinese by 40 different writers.

s Task 2: is created on Chinese and English samples of the CERUG dataset. The training dataset
contains 80 samples produced in English by 40 different writers while the test dataset comprises

80 unlabeled handwritings images written in Chinese by 40 different writers.
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Task 3:is targeted writing samples in French and Arabic produced by the LAMIS-MSHD dataset.
The training test dataset comprises 240 unlabeled handwritten images written in French by 40
different writers while the training dataset contains 240 samples in Arabic produced by 40

different writers.

Task 4: is targeted writing samples in Arabic and French produced by of the LAMIS-MSHD
dataset. The test dataset comprises 240 unlabeled handwritten images produced in Arabic by
40 different writers while the training dataset comprises 240 samples written in French by 40

different writers.

Tasks 5: is carried out on handwritings samples in the WDAD dataset. 160 samples written in
Farsi by 80 different writers were provided as training dataset while the test dataset contains

160 unlabeled handwritings images written in English.

Tasks 6: is carried out on handwritings samples in the WDAD dataset. 160 samples produced in
English by 80 different writers were used as a training dataset while the test dataset contains

160 unlabeled handwritings images written in Farsi by 80 different writers.

All evaluations are performed using the mentioned experimental protocols. Classification rates are

analyzed, according to the parameter o and g in the oBIFs column histograms and according to the

parameter P on a circle of radius R for the LBP columns histograms. The combined decisions from the best

features of oBIFs and LBP column histograms are used to improve the classification rates. The results

achieved are also compared to many of well-known current approaches. The next sections present the

details of these experiments.

Table 9: Distribution of Writers and Samples in the five datasets.

KHATT BFL CERUG LAMIS-MSHD WDAD
Evaluation Single Script Multi-Script
type - - Task 1 Task 2 Task 3 Task 4 Task 5 Task 6

Language Arabic Portuguese English/ Chinese Arabic/ French Farsi/ English

samples # 4000 945 160 480 320

Writers # 1000 315 40 40 80
Sm;‘glfi;? 1 2000 315 R0(English) |  S0(Chines) | 240(Frend) | 240¢Arabicy CE%S") 160(Farsi)
vi’ffé‘féii fe | 2000 630 80(Chinesd) | SO(Englid) | 240(Ambic | 240(Frendh) | 160(Fars) (Eng%)
Spff“ﬁ}fiier# 4 3 4(Chinese,2 Erglish 2) 12( Arabic, 6 French 6 4(Farsi, 2 Frlish 2)
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5.4. Evaluations on Single-script protoco/

The evaluation protocol on Single script means that the languages of the samples used in the test dataset
and the training dataset is the same. The experiments on Single script aim to study the effect of the
parameters (P, R} in computing the LBP columns histogram as well as scale parameter g and the parameter

£ in computing the oBIFs columns histogram. The realized classification rates shown in Figures 16 and 17

correspond to the BFL and KHATT datasets, respectively.

95
3 o= KHATT
g
E 85 == BFL
9
2
E
a
8 75

r——
65 . . . .
(8.8).(84) (88).(82) (82).84) (168).(84) (164)(88) (16,4)(8.4) (16,4),(16,.8) (16,2),(8,2)
LBP Column scheme using two different parameters (P,R)

Figure. 16. Classification rates on BFL and KHATT dataset using the I.BP column histograms
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Figure. 17. Classification rates on BFL and KHATT dataset using the OBIF column histograms

From Figure 17 and Figure 18, we can see that the histogram for the LBP column is better than the
histogram for the oBIF column in both datasets. This is because of using the cross of best both LBPs images
at two parameters (P, R). Table 10 summarizes the best performing configuration of the LBP column
histogram, the oBIF column histogram, and their combined decisions. It can be observed that the
combined decision at different configurations of LBP column histogram and oBIFs columns histogram,

produce up to 98.63 % and 77.10 % classification rates (average) for the BFL and KHATT dataset

respectively.

The reason for these rates is the fact that the BFL dataset is text-dependent (all writers wrote the same
text), while the KHATT dataset is text-independent. In addition, KHATT dataset contains more writers
(1000 writers) and every writer is represented by few words per sample only. However, the rates obtained
with our approach, in the KHATT dataset, are higher than those obtained in [72], using the same
evaluation protocol. The authors in [39] who have used 15% only of KHATT dataset in their identification

task have obtained better results comparing to our approach where we used 100% of this same dataset.
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Table 10: Classification rates of writer on BFL and KHATT datasets.

Datasets Features Parameters Dim. SVM Average Identification rates
Parameters (%)

Topl Top2 TopS5 ToplD

R e aem s 14337  C=10,6=50 9841 9937 9937 100.00
histogram LBPatP=8&R =2

/2 oBIFcolumn oBFato=2&e=001 529  C-10,6-40 9492 9801 9801 9801
histogram oBlIFatda =4 & =0.01

Combined decision (f7, /2) - C=10,0=60 9863 9905 9905 9965

KRS 2 Lo mum e aem s 14337 C=10,0=65 7555 8620 9270 94.90
histogram LBPatP=8&R =2

2 oBIFcolumn OBFate=1& =002 520 (=10,¢=41 6340 6430 7670 83.00
histogram oBIFat ¢ = 2 & = 0.02

Combined decision (f1, f2) = C=10,=20 7710 81.10 88.10 9290

5.5.  FEvaluations on Multi-script protocol/

The Multi-script protocol evaluations is a more challenging protocol because the training and the test
samples belong from distinct scripts. These experiments aim to validate that writing patterns that are
common across different scripts may be utilized to identify the writer. Writers in multiple scripts share
common behaviors and patterns which are persevering across different scripts where our LBP and oBIFs
column histograms are very relevant to capture these patterns. The experiments are first performed using
the Chinese samples in the training dataset and English samples in the test dataset (Task 1). The task is
then reversed by using the English samples as the training dataset and the Chinese writings as the test
dataset (Task 2). This is also the same for Arabic and French script (Task 3, Task 4) and the same procedure

for English and Farsi (Task 5, Task 6).

It can be observed from Figure 18 that the classification rates are more or less coherent for different
configurations of LBP column histogram as well as oBIFs column histogram. The highest reported
classification rate is achieved with the SYM classifier by LBP column histogram. It can also be seen that
the optimal configuration from the LBP column histogram outperforms other configurations of the oBIF
column histogram. Knowing that, the system based on oBIFs column histogram in the ICFHR competition
was placed in the second position. in general, it can be seen that the classification rates of Task1, Task2

and Task4 are relatively higher to those realized in of Task3, Task5 and Taské.
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Figure 18 Classification rates on three datasets - ICFHR 2018 Experimental settings

On Taskl, Task2, Task3, Task4, Task5 and Taskb, the highest reported classification rate using the
combined decision is 63.75%, 68.75%, 50.42%, 63.75%, 41.25% and 31.88% respectively. Similarly, the
Topl, Top2, Top5 and Topl10 using the ICFHR 2018 Experimental settings are summarized in Table 11. In

general, it can be observed that, the Top1 using combined decision are relatively high compared to those

achieved by other features.
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Table 11: Writer classification rates of different tasks- ICFHR 2018 Experimental settings.

Column Classification rates (%)
. . SVM
Tasks Histogram Parameters Dim. p te
o arameters Topl Top2 Topb Top 10
- 1pp FrAE e =2 14337 C=10,6=77 62.50 7125 8375 9250
Taskl — p oprF U abo— e 0D > C-10,0-40 5750 6750 8000 8625
Combined decision (f1, /2) s C=10,6=60 63.75 7500 86.25 95
T pp e 14337  C-10,6=85 6125 7000 8125 8875
Task2 _ _
2 oBF  CBFao-lee-0.02 P c10,6-41 4625 5500 7125 80.00
Combined decision (f1, /2) - C=10,0=20 68.75 78.75 87.50 91.25
T 1pp IHPAP—8iR -0 ML 0,098 3750 5125 725 8167
Taslk3  p» oBIF R dae e mais 3P c-10,6=40  37.50 5000 6875  $0.83
Combined decision (f1, /2) = C=10,0=55 50.42 6583 79.17 86.25
A 1pp o a1 50049 C=10,6=100 63.33 7792 8583 9416
Taskd  »  opIF oBlFata — 1&e - 0.02 2 C-10,6=55  40.00 4750 6875 7958
Combined decision (f7, /2) . C=10,d=51 63.75 7542 87.5 96.67
I 1pp R = 14337 C=10,6=59 3625 4500 6125 7250
Task5 oBIF at 6 = 1&e = 0.02 529 - B
2 oBIF opraozbem 002 C-10,0-40 26.25 3687 4937 6437
Combined decision (71, 12) - C=10,0=45 41.25 47.50 66.25 76.88
- 1pp T = 14337 C=10,6=33 25.00 3688 5313 6875
Task6 oBIF at 6 = 1&e = 0.02 529 - B
2 oBIF it ¢l C-10,6-40 2437 3375 4750 6437
Combined decision (f1, /2) s C=10,0=30 31.88 4500 61.25 75.63

As a long way as we know, no current research has stated the results on multi-script protocol at the ICFHR

2018 datasets which makes a component our comparative study. We compared the proposed approach

with the other four (4) other approaches that have been submitted to the competition. Table 12

summarizes the classification rates of different approaches in multi-script based on the experimental

setup of the competitions.
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Table 12: Comparison of classification rates in Multi-script protocol -ICFHR 2018 Experimental settings.

Classification rates (%)

Tasks PFeamreS Classifier
arameters Top 1 Top 2 Top5 Topl0
Proposed Approach SVM 63.75 75.00 86.25 95.00
LIMPAF-1 SVM 4250 5375 7250 8375
Taskl LIMPAF-2 SVM 5750 6750 80.00 8625
Tokyo KNN 2375 4250 60.00 6875
Nuremberg Cosine distance 32.50 46.25 66.25 82.50
Proposed Approach SVM 68.75 7875 87.50 91.25
LIMPAF-1 SVM 5625  70.00 8125  90.00
Task2 LIMPAF-2 SVM 4625 5500 7125 80.00
Tokyo KNN 1625 2875 4625  57.50
Nuremberg Cosine distance 27.50 40.00 61.25 80.00
Proposed Approach SVM 50.42 6383 79.17 86.25
LIMPAF-1 SVM 4083 5292 6792 8333
Task3 LIMPAF-2 SVM 37.50 5000  68.75 80.83
Tokyo KNN 3000  40.42 56.67 71.25
Nuremberg Cosine distance 19.58 2417 36.67 5542
Proposed Approach SVM 63.75  T73.42 87.5  96.67
LIMPAF-1 SVM 4208 5167 7383  85.00
Task4 LIMPAF-2 SVM 4000 4750 6875 7958
Tokyo KNN 17.08 2917 5125 6083
Nuremberg Cosine distance 31.25 36.67 46.67 63.75
Proposed Approach SVM 41.25 47.50 66.25 76.88
LIMPAF-1 SVM 29.37 3875 5812 7062
Task5 LIMPAF-2 SVM 2625 3687 4937 6437
Tokyo KNN 0937 1687 3125 5062
Nuremberg Cosine distance 20.62 28.12 45.00 59.37
Proposed Approach SVM 31.88 4500 61.25 75.63
LIMPAF-1 SVM 28.75 3812 5937 6875
Task6 LIMPAF-2 SVM 2437 3375 47.50 6437
Tokyo KNN 06.87 1750 3312 4750
Nuremberg Cosine distance 17.50 21.87 38.75 51.87

From Table 12, we can see that our approach outperforms the other ones in the Multi-script protocol and
achieving the highest classification rates for all tasks across the three datasets. In general, the
classification rates for WDAD dataset (Task5 and Task6) are relatively low compared to those of the script-
dependent evaluations. The possible reason is that the number of words and the amount of text per page
in this dataset is relatively limited compared to the CERUG (Task1 and Task2) and LAMIS-MSHD (Task3

and Task4) datasets. This observation is consistent not only for our proposed approach but for all those

mentioned in Table 12.
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As previously discussed, multi-script protocol is more challenging as the training dataset and test dataset
contain handwritings samples written in different scripts. Because the difficulty of this problem, the
classification rates achieved are very promising. Indeed, as illustrated in Figure 18, in some cases, the
writings shape to be visually similar making classification a very difficult task. Figure 19 shows some very

similar handwritings samples provided by the proposed system.

Another interesting observation to be noted in our approach, is it consistency in the classification rates,
whatever is the script: Arabic, English, Chinese, French and Farsi handwritings samples. Therefore, the
proposed approach reports a more similar classification rates on different scripts and demonstrates that
the LBP column histogram and oBIFs column histogram very well characterizes the writer based on his

handwriting.

Throughout this study, we performed various configurations of texture feature column scheme (proposed
LBP and oBIFs columns histogram) and a decision strategy that combined them, which allow to extract
highly feature and informative elements of the handwriting. We have studied whether our proposed
approach is able to find the relationship between the style of different handwriting that were simple and

robust against handwriting dissimilarities.
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6. Conclusion

This chapter explored the efficiency of texture feature column scheme to characterize writer
based on his handwriting. Various configurations of the proposed LBP columns histogram and
the oBIFs columns histogram are explored using an SVM classifier. The evaluations are
performed using experiments with two publicly available datasets through a single-script
protocol, and using three other datasets, according to the experimental settings of the
international Competition ICFHR for Multi-script protocol. The results are compared with
state-of-the-art existing approaches studies in the literature. The approach we proposed
outperforms the existing methods in multi-script protocol. An important note that emerges
from this type of research is to understand the relation between different script handwriting
and characterizing writers from handwriting images. The performance of the proposed
approach can improve its acceptance by the forensic experts. Such tools can be effectively
employed to narrowing down the search in large repositories. Developing the expert system
for this problem ensures that the knowledge provided by different writer classification
systems is systematically and reliably applied. An important feature of the expert system is
useful for both computer scientists and forensic experts. In our further research on this topic,
we think of explore and compare the performance of proposed approach in characterizing
other demographic attributes of writers including age and handedness. In addition, a study of
other textural measures to characterize gender from handwriting and exploration of feature
selection techniques to classify the most appropriate textural descriptors for this topic is also

planned.
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Chapter 4: offline writer identification for Historical Document

1 . Introduction

Automatic writer identification is one of common problem in document analysis, writer retrieval,
Historical Document Writer Identification and many more. State-of-the-art methods is usually
focused on the feature extraction processes using traditional or deep-learning-based techniques.
However, the majority of research has been done on modern datasets. Generally, these
documents do not contain noise or artifacts due to acquisition conditions or the quality of original

document.

Many researchers were attracted towards handwritten writer identification and retrieval which
is the most promising field of image analysis and machine learning. Due to progressions in
technology pattern recognition and image processing have seen many improvements in Writer
Identification of offline handwriting images. The latest researches on this problem are in
[55],[571,[87],[88],[89],[8]. These systems aim to capture the visual differences in the individual’s
handwriting, including slope of lines and slant of characters, line spacing, inter and intra-word

spacing, cursivity, allograph variations, legibility, readability, tilt characters and line tilt, etc.

This chapter explores how current state-of-the-art approaches in writer identification achieve on
historical documents. In contrast to modern handwritten documents, historical dataset
frequently contains artifacts include ripping, holes, tearing, folding, water stains that make
reliable identification prone to errors. Many competitions intended to identify the handwriting
have been held at well-known conferences such as the International Conference on Frontiers of
Document Recognition handwriting (ICFHR) and the International Conference on Document
Analysis and Recognition (ICDAR). therefore, these competitions were used to the evaluation of

various methods [22],[40],[41],[69],[90],[91], on modern handwritten documents datasets.

Recently, both competitions on Historical handwritten Document Writer Identification have been
organized in conjunction with ICDAR 2017 and ICDAR 2019 [92] [93]. In the ICDAR 2017
competition [92], Tébessa Il system [92] ranked first place used oriented Basic Image Features
(oBIFs) columns histograms [94],[95] to characterize writer from handwritings image. However,

in the ICDAR 2019 competition [92], The winner system combined the SIFT features from the
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foreground and the pathlet feature. In addition, Euclidean distance of the normalized vectors was
calculated. A detailed comparison and analysis of the results of these competitions and the results

obtained by the proposed method is shown in Section 3.

In order to discover the best combination of different handcrafted features algorithms used in
modern writer identification document, textural feature has been a finest solution of researchers
for writer identification. Abbas et al. [95], for instance, exploit a novel descriptor by crossing the
Local Binary Patterns (LBP) with different configurations that allows capturing the local textural
information in handwriting image using a column histogram. In another study, Abbas et al. [96]
proposed to introduce Complete Local Binary Patterns (CLBP) and Local Binary Pattern Variance
(LBPV) for extracting the features from handwriting documents. These features are normalized
using Probability Density Function (PDF). Hence, The Hinge feature [64],[98] is calculated different
angle combinations evaluated along the handwritten contours of the ink traces in another similar
work, The curvature-free COLD feature [64],[99], which is the joint distribution of the orientation
and length of line fragments. Edge-hinge, run-length and likewise features [100] are combined to

identify writers through samples in a multi-script writer identification document.

The goal of the current study is to prove how to achieve high accuracy rates on historical Latin
manuscripts using a combination of different handcrafted features algorithms. therefore, we
have developed a system based on handcrafted features algorithms to identify writers of
historical handwritten manuscripts using a new distance based on the moment. Our main concern
was to ensure that the system evaluates its performance against public dataset. Meanwhile, we
evaluated the system using the leading and well-known competition ICDAR 2017 dataset. The
proposed system uses a leave-one-out strategy for ranking according to the similarity between

two handwritings. An overview of the proposed method is illustrated in Figure 21.
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This chapter is organized as follows. We discuss in the next section the pertinent literature on this
problem. We present the texture features employed in our study using the proposed moment
distance in Section lll and Section IV. Section V shows the experimental results, classification
scheme and the analysis of the results. Finally, the last section concludes with some useful insights

for further research on this problem.
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2 . Related work

Offline historical document writer identification and retrieval methods can be grouped into
codebook rely on deep learning methods {Deep Codebook) and handcrafted features methods.
In codebook rely on deep learning methods, the codebooks based on Deep learning is used to
compute statistics form the global descriptor. Conversely, the methods of the handcrafted

features compute a global image descriptor directly from the handwriting.

Current methods based on codebook rely on deep learning and the most methods use
Convolutional Neural Networks (CNN) to generate strong local descriptors by using the activation
features [101],[102]. In the work of Christlein et al. [101] relies on both, traditional SIFT
descriptors and the ResNet. The activations from the penultimate CNN layer serve as features

that are afterwards encoded and classified.

In Jordan et al. [102], they used same features of [101] and experimented with two different re-
ranking methods. First, the k-reciprocal Nearest Neighbours is integrated into the Jaccard
distance. next, a proposed query expansion (QE) approach which extend the original ESVM and
use Reciprocal Nearest Neighbours (rNN) to overcome the lack of spatial verification when using

the features. As a result, their techniques has crossed the baseline of the ICDAR 2017 dataset.

In another study, Chammas et al. [103] proposed to use SIFT without any a pre-processing step
where an unsupervised deep Convolutional Neural Network (CNN) trained with the extracted
patches from SIFT descriptors. Then the results were encoded using multi-VLAD and used 12-norm
to normalize the data. Finally, Exemplar Support Vector Machine (E-SVM) is used to calculate the

distance between the VLAD vectors.

Another study of Lai et al. [104] proposed to encode SIFT features and pathlet for historical writer

identification using bagged VLAD.

First, deep binarization based on U-Net and page-level rotation correction are used to remove
the complex backgrounds and noise. To describe the handwriting styles, pathlet features and

unidirectional SIFT features are extracted to capture structural information (junctions and
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corners) and rich shape (curvature and slant). To efficiently encode the proposed features, the
encoding method based on bagged VLAD enhanced encoding performance using a much larger
codebook. bVLAD feature vectors are whitened, normalized and classified using the cosine

similarity.

Among the contributions to identification of writers from handwriting based on textural features,
Gattal et al. [102] proposed to use textural measures by combining of oriented Basic Image
Features {(oBIFs) column Features at different scales extracted from whole binarized images of
Historical handwritten document. Experimental studies on ICDAR 2017 datasets achieved high
identification rates compared to the latest methods on this subject. Tablel summarizes the well-

known contributions to historical document writer identification reported in the literature.

Table 1 Performance comparison of well-known historical writer identification systems

Study
Database Top-1 mAP
Methods Features
Winner method in
Handcrafted ICDAR_ 2017 oBIFs columns Icdarl?7 76.40 55.60
feature competition [13]
Gattal et al. (2018) oBIFs columns Icdarl? 77.39 56.82
. Icdarl?7 89.43 78.20
SIFT descriptors and VLAD-
Jordan et al. (2020)  encoded with CNN activation CzByChron 98.04 80.10
features .
MusicDocs 98.62 78.64
o st s SIFT descriptors and VLAD- [cdar17 ]3.9 76.2
812)11?;})1?; 4? gl encoded with CNN activation
features CLaMM 16 84.1 /
Deep ‘Winner method in
codebook ICDAR 2019 ol fraluresiand toepatilel  poguang 97.4 92.5
" feature ' '
competition [14]
Chammas et al. .
SIFT descriptors, CNN and
(2020) [15] AL ea Icdar19 97.0 91.2
Lai et al. (2020) SIFT features and the pathlet ledar17 90.1 77.2
[23] feare Icdar19 97.4 92.5

An analysis of the historical writer identification methods based on Handcrafted feature methods
mentioned in the literature reveals the textural features continue to be the finest researchers
choice. Then, we are investigating mainly the contributions based on textural features which

characterizing a writer only on the texture. In the present study, we investigate a new method
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bhased on Hinge and the oBIF Column histograms using prposed New Moment Distance to identify

writers independently from the script used.

3 . Feature extraction

Feature extraction is an significant step in image classification. It allows to extract the relevant
features that represent the content of an images to form a feature vector. These features ara
used by classifiers that to improve the accuracy rate of classification. In our study on Historical
handwritten document, we will use the advantage of their strong discriminatory representation
captured through the curvature information, textural information and contour information in
Historical handwritten document. The sub-sections that follow a more detailed description of

these features.

3.1 oBIF column histogram scheme

The descriptor of oriented Basic Image Features (oBIFs) is an extension of the Basic Image
Features (BIFs) [44]. Each position in the image is categorized into one of seven local symmetry
classes depending on the type of local symmetry, these classes could be sloping, light spinning,

flat, dark rotational, light line on dark, dark line on light or saddle-like.

The feature is based on a bank of six (06) Derivative-of-Gaussian filters up to second order. These
filters are used with various scale parameters o to form a multiscale filter bank for capturing local

symmetry classes. The parameter £ indicates whether the position is classified as flat.

The feature vector of twenty-three locations is attributed by twelve orientations, eight slopes and
three no orientations. In order to improve the performance of the oBIF descriptor, the
combination of oBIFs at two different scales yield the oBIF column features by ignoring all the
symmetry type flat [102]. whoever, the histogram is fixed at 484 in this case. The oBIFs column
features are generated using both values of the scale parameter o<[{2,8}, {2,4}] with the

parameter g is set to a small value of £=0.01 from the Historical handwritten document.
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3.2 Hinge feature

The best contour-based features reported in the literature are the hinge [29] and Delta-n Hinge
[101] which are developed to capture the ink-trace curvature of document images, which is very

discriminatory between handwriting.

The Hinge feature [29] is calculated the joint probability distribution of orientations of the two
legs of the obtained “contour/edge-hinge”. Two parameters are used in the Hinge feature: the
number of angle bins p and the leg length r. Therefore, it has been extended to the Delta-n Hinge
[105] to reach the rotation-invariant property. There are four parameters, leg length r, the
number of angle bins p, Manhattan distance Al and the number of derivative n. In this case, we

set n =2, p=40 as suggested in [30] and the Manhattan distance Al=7.

The generated feature vectors are standardized to have zero mean and unit variance. To map the

normalized feature vector to the interval [0 1], the ensuing function is employed.

1

V(ix) = ———
) 1+ez®

(1)

Where V(x) represents the new normalized feature vector of the feature vector x.

The two sets of features Hinge and oBIFs column histogram scheme are combhined only at the
decision level by submitting each set of features to a separate distance, as detailed in the

following section.
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4 . New moment matching method

Distance metrics are the key to getting similar writer of historical documents from different
writers. Numerous distance metrics for measuring similarity between feature vectors have been
proposed in the literature [106] such as the correlation distance, Euclidean distance, city block
distance, Spearman distance and cosine distance. a new matching algorithm, called the New

Moment Distance (NMD) algorithm is presented.

Moment has a wide range of application in image analysis, including object classification, pattern
recognition, reconstruction and image coding [106]. If the feature vector is considered a discrete

function of f(x) with x =0,1, ..., N, the moment of order (k) is defined as:

we = EX¥] = [T x¥ f(x)dx, 2)

We understood that the first moment is a random variable’s mean, the second (central moment)
is its variance, and so forth. However, we need the moments to identify the shape of the
distribution known as skewness and kurtosis. The moments about mean are the deviations mean
from the mean after raising them to integer powers. The kth population moment about mean is
symbolized by ;. is

N ey gk
g EL:l(yL—y) (3)

My N

Note that the first moment is always zero if k=1 as

T
ZL=1(yl—y) — 0 (3)

1 = N

If k=2 then the second moment is variance as

_ L0y (4)

Ha N
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Similarly, the 3rd is used to define the skewness of the distribution and 4th moments is used to

define the kurtosis of the distribution are

3 G-y

p3 = === (3)
T (i)

fy === (6)

During the feature extraction step, the features is extracted for each image, and then the query
image feature (QueryFV) used to compare with reference handwriting features (ReleventFV).
In our case, we proposed a new moment matching method based on Moments about mean using
Arbitrary Value. the kth sample moment about arbitrary source “a” denoted by my, is

N icap)k

4 —_—
m; = N

(7)

Where y; = QueryFV; — ReleventFV; and V is the Mean. Therefore,

a = /|yl (8)

Using the eq.7 and eq.8, the kth proposed moment is typically defined as

2 (i)
my, = == ‘N L (9)
Therefore
N e 2 N e 4 N - i
¢ B iyl v Bic(yicyd il r S -y yil)
Mo ==  cBa== 5 #lg== 5

We compute the new moment matching method from the following relations by calculating

Moments about mean using Arbitrary Value
Dist = m5, + my + my (10)

In the comparison step, the query image feature is compared to the feature vector of the

reference image of documents, from which the final result of matching score reports the
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minimum distance is selected that are nearby matches to a query handwritten document. For the
challenge of improving the reliability of the proposed system’s accuracy rate, the decision module
is designed to provide the final decision. This module is proposed with two different New Moment
Distance. Each distance is calculated by a set of features: Hinge or oBIF column histogram scheme.
The final decision is used to include the product (Prod), minimum (Min), sum (Sum) and average
(Avr) are commonly applied to attain at final decision taking into account two different New
Moment Distance. In our study, we adopted the minimum of product (Prod) distance from the
best combination. The next section presents the experimental settings and the corresponding

results.

5 . Experimental Results

The efficiency of the employed the proposed New Moment Distance using texture features in
characterizing the writer of Historical Document is verified by a series of experiments. A series of
experiments will be conducted to evaluate the effectiveness of the proposed system for
competition Historical Document datasets. The test set contained 3600 historical document
samples of 720 writers as each writer has 5 documents. The performance measurement used is
the precision {(Topl, Top5 and Topl0) and the mean Average Precision (mAP). The first
experiment aims to find the best features of different handcrafted features algorithms used in
modern writer identification document. Hence, the correlation distance used to compute the
distance between the handcrafted features vectors. The realized Top1, Top5, Top10 and mAP are

showed in the table 2.
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Table 2 Performance of well-known handcrafted features using correlation distance

Average Identification rates (%)

Features Parameters Dim.
Topl Top 5 Top 10 Map
FLRBIE C"][‘ir;]“ histogram  pip a6 = {2, 4)& € = 0.1 484 7456 8333 86.36 53.26
f2: oBIF C"l[li‘;‘]“ histogram  pip 4t 6 = (2,8} e = 0.1 484 72.69 80.92 84.14 52.34
f3: oBIF column histogram oBIFato ={2,4}&e=0.1
[15] oBIF at ¢ = {2,8)& e = 0.1 968 76.17 §4.25 86.94 55.27
LBP column histogram LBP atP =16&R =2
[18] IBPatP =8 &R = 2 14337 3781 43.22 45.83 21.67
LBP P=12& R=4 529 4931 5572 58.14 29.40
CLBP [19] P=12& R=4 270 54.00 60.61 63.42 3343
529
LBPV [19] P=12& R=4 56.06 63.75 65.89 34.00
Rrlengrtutbition. i / 200 3992 4756 51.17 2518
white pixels [23]
Run-length distribution on
black pixels [23] / 400 27.14 3267 35.03 15.96
Run-length distribution on
white and black pixels [23] / 600 42.11 49.36 52.39 26.08
Edge-direction disiribution / 16 29.03 35.53 39.08 17.72
using 16 angles [23]
Edge-hinge with fragment
of length equal to 7 pixels / 2304 6111 68.64 72.03 40.40
[23]
Delta Hinge feature [20] r=5,p=40 5184 71.14  79.69 83.33 50.50
COLD feature [21] k={3.45,6,7} 845 6344 72.36 7542 41.67

It can be noticed that the oBIFs column histogram at o= {2,4} and 0={2,8} while £=0.1 outperforms
the other features. Therefore, the Hinge feature with r = 10 while p = 40 does better than others
remaining features. These features are achieved in the ICDAR2017 competition test dataset using
correlation distance measures according to the experimental protocole of the competition. In
addition to the correlation distance, we also evaluated the optimal features using the proposed
New Moment Distance and with various distance metrics such as the correlation distance,

Spearman distance, cosine distance and city block distance. Table 3 reports the optimal features

using proposed distance and with different distance metrics.
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Table 3. Performance of optimal features using different distance metrics

Features Distance metrics Average Identification rates (%)
Topl Top5 Topl0 mAP
NMD New Moment Distance 74.61 82.83 86.08 53.44
Eu Euclidean Distance 73.53 81.81 85.14 52.33
f1: oBIF column CB City-Block Distance 74.33 82.33 §5.00 5246
histogram [15] Corr Correlation Distance 7456 | 8333 | 8636 | 5326
Cos Cosine Distance 74.17 82.78 8542 53.18
Sp Spearman Distance 73.89 82.72 86.19 52.87
NMD New Moment Distance 74.17 83.56 86.58 53.20
Eu Euclidean Distance 72.83 81.42 84.36 51.30
f2: oBIF column CB City-Block Distance 72.64 | 82.03 84.72 51.08
histogram [15] Corr Correlation Distance 7269 | 8092 | 8414 | 5234
Cos Cosine Distance 73.22 82.67 86.03 52.67
Sp Spearman Distance 72.19 80.25 83.17 51.68
NMD New Moment Distance 77.36 86.42 89.39 55.88
Eu Euclidean Distance 76.03 84.17 §7.11 5439
f3: oBIF column CB City-Block Distance 75.72 84.53 86.97 5432
histogram [15] Corr Correlation Distance 7617 | 84.25 | 86.94 | 5527
Cos Cosine Distance 75.97 84.39 87.28 55.14
Sp Spearman Distance 7542 83.33 86.08 54.72
NMD New Moment Distance 75.00 84.00 §6.47 54.06
Eu Euclidean Distance 72.11 80.72 83.69 50.51
f4: Delta Hinge feature CB City-Block Distance 7294 | 8219 | 8511 | 5130
[20] Corr Correlation Distance 71.14 79.69 83.33 50.50
Cos Cosine Distance 72.25 80.33 8347 51.08
Sp Spearman Distance 69.94 78.19 §1.22 50.49

It can be noticed by using the proposed distance, the Top1 as high as 77.36% and 75.00% are
realized with oBIF column histogram (f3) and Delta Hinge feature {f4) respectively. following the
previous results, we evaluated the proposed method using a decision module with the both
optimal features. We also calculated the precision Top1, Top5, Top10, mAP for combination of
proposed distance from the oBIF column histogram and Delta Hinge feature to increase the
classification rate. The robustness of the proposed method using decision combination was
studies including minimum of the product distances from features (Prod-Min), minimum of the
sum (Sum-Min), minimum of the average (Avg-Min), and minimum of the minimum {Min-Min) of
the corresponding the proposed distance. The effects of these combination decisions are

summarized in Table 4,
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Table 4. performance rate for various decision combination.

L . Average Identification rates {%o)

Combination decision Topl Top5 Top10 mAP
Sum-Min({f1, f2) 7725 86.08 88.39 56.07
Sum-Min(s3, 14 78.72 88.33 91.00 58.45
Sum-Min{fI, 2 & 78.69 87.06 80.89 58.37
Sum-Minifl, 2, f3, f4) 78.42 86.75 89.67 57.99
Prod-Min(f1, f2) 77.22 86.58 80.28 56.11
Prod-Ming3, 14} 78.75 88.31 91.08 58.62
Prod-Min(fl, 2, f4) 78.64 86.86 30.97 58.48
Prod-Min{f1, f2, f3 f4 78.53 86.97 90.08 58.03
Avg-Min(f1, £2) 77.25 86.08 88.39 56.07
Avg-Min(f3, f4) 78.72 88.33 91.00 58.45
Avg-Min(f1, 2, f) 78.69 87.06 §9.89 58.37
Avg-Min(fl, /2, f3. f4) 78.42 86.75 80.67 57.99
Min-Min{fi, £2) 75.47 84.14 87.50 54.70
Min-Min(/3, 14) 77.94 87.25 89.53 57.29
Min-Min{fi, £2, f4) 76.61 85.86 89.33 56.08
Min-Min{fl, f2, 3, f4) 76.61 85.86 89.33 56.08

Generally, the classification rates of combination scheme based on the minimum of the product
(Prod-Min) corresponding proposed distance are comparatively high as compared to others
combinations likewise realizing the precision Top1l and mAP of 78.75 % and 58.62 % respectively.
The high-performance rates are an indicative of the efficiency of the proposed system. Though, it
should be noted that through the curvature information, contour information and local textural

information can validate the efficacy of the proposed method.

We also compare the performance of the proposed system with handcrafted feature methods of
state-of-the-art according to the competition protocol ICDAR 2017 in Historical handwritten
Document. As summarized in Table 5, The evaluation protocol measured in our experiments is

the same as the competition evaluation protocol to allow a significant.
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Table 5. Comparison of proposed method with handcrafted feature methods of state-of-the-art.

7 T 5
Rank Method Average Identilication rates (%o)
Topl mAP
1 Proposed Method 7875 58.62
2 Gattal etal. (2018) 77.39 56.82
3 Winner method_ in ICDAR 2017 76.40 55.60
competition [13]

It turns out that the proposed methodology achieves higher |dentification rates in Historical
handwritten Document evaluations than other methods based on handcrafted feature in the
literature. However, it should be noted that the proposed system does not need any
preprocessing and the features are extracted directly from the binarized Historical Document
images. These results confirm the effectiveness of the proposed New Moment Distance using

Delta Hinge and oBIF column histogram Features for identify the writer of Historical Documents.

Considering the difficulty of the Historical Document Writer Identification problem, the Topl and
mAP as 78.75% and 58.62 % are indeed very promising, also, in some cases, the handwritings
writer found has a homogeneous vision comparing another writer and vice versa making

classification of writer a very challenging task.
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6 . Conclusions

This chapter presented an effective technique for characterizing writer from historical
handwriting by exploiting oBIFs columns histograms and Delta Hinge Features using the proposed
New Moment Distance. Different handcrafted features are examined with various decision
combination. The system performed and evaluated on the same experimental protocol as that of
the Historical Document Writer Identification overcome the existing methods based on

handcrafted features.
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CONCLUSION

Identifying the writer from handwritings image is an interesting research topic in the field of
handwriting analysis and recognition. In particular, the writer Identification and retrieval in
handwriting can be used by intelligent systems and expert who of forensic survey. The
intelligent systems involve the design and development of an expert system to help forensic
experts in the diagnosis of handwriting document and the retrieval of pages which have been
written by the same writer, index archives and in financial issues to know Who is the

authorized person to perform the operation.

Identifying individuals based on their handwriting is still a defying task due the variability
between writers, where the same writer may write differently the same text. To overcome
these difficulties, we proposed in this thesis to use the textural features that characterizes the
handwritten document along with their writing language and document status, to go deeply
the search we exploit the icfhr2018 dataset of multi-script by employs combinations of
different configurations of both Texture Features such as Oriented Basic Image Features
(oBIFs) column scheme and Local Binary Patterns (LBP) column scheme to identify writer from
handwriting , A series of evaluations trained with a support vector machine classifier (SVM)
using different combinations and configurations realized high recognition rates which are

compared with the state-of-the-art methods on this topic.

In pursuit of further evaluation of Texture Features that characterize writer from historical
handwriting, it is presented that exploits Delta Hinge and oBIFs columns histograms Features using the
proposed New Moment Distance. a set of evaluations using different configurations and
combinations employed to improve the performance of the systems for Identifying writer of
Historical Documents which realized high recognition rates compared with to the latest

methods on this subject.

Generally, the proposed methods allows managing all the datasets of handwriting single
/multi script and historical / modern datasets, so the first results obtained are encouraging
since This combination uses few rules and has the advantage of providing the correct

presentation of handwriting without using the contextual knowledge.
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