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Abstract:
This paper aims to propose a deep learning model based on big data for the healthcare system to predict social
network data. Social network users post large amounts of healthcare information on a daily basis and at the
same time hospitals and medical laboratories store very large amounts of healthcare data, such as X-rays. The
authors provide an architecture that can integrate deep learning, social networks, and big data. Deep learning is
one of the most challenging areas of research and is becoming increasingly popular in the health sector. It uses
deep analysis to extract knowledge with optimum precision. The proposed architecture consists of three layers:
the deep learning layer, the big data layer, and the social networks layer. The big data layer includes data for
health care, such as X-ray images. For the deep learning layer, three Convolution Neuronal Network models are
proposed for X-ray image classification. As a result, social network layer users can access the proposed system
to predict their X-ray image posts.
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Introduction

Health systems have emerged as an area of interest for research, particularly with regard to the large amounts
of heterogeneous healthcare data. In recent years, healthcare data has become more and more complex because
there are many types of data, such as structured, semi-structured, and unstructured data.

There are also multiple sources of healthcare data, such as social networks, laboratories, medication, nurses’
instruments, etc. As a result, the volume of information stored in the health system is constantly increasing and
traditional software has difficulty to manage it.

Big data architecture can improve the healthcare system by providing an ideal framework for data, referring
to complex and voluminous data that can easily manage voluminous data from multiple sources and offering
a diversity of data types.

Several studies have focused on the use of social networks in the health system, which they have mobilized
for various reasons [1]:

• Recruitment for clinical trials;

• Professional development and training for clinicians;

• Inter-professional communication and coordination;

• Health advocacy and fundraising for health organizations;

• Development of interactive, self-management tools and plugin to popular social media platforms;

• Public health messaging;

• Infectious disease monitoring.

Mohammed Anouar Naoui is the corresponding author.
© 2020 Walter de Gruyter GmbH, Berlin/Boston.
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This work proposes a deep learning model for healthcare prediction problems in social networks. The archi-
tecture of this model combines deep learning, big data, and social networks. In addition, the proposed method
aims to answer the following questions:

How to store data important to the health system in a distributed and heterogeneous system?

• What is the model that can describe health system data?

• How can social network users predict its data, for example, an X-ray image?

The remainder of the paper is structured as follows: in Section Related work, related papers that outline sev-
eral types of research in the social network, healthcare, and machine learning are presented. Section Propo-
sition presents the proposed approach. Section Validation presents the validation of the system. The results
are discussed in Section Results and discussion. Finally, Section Conclusion and future work presents a brief
conclusion of this research study and some perspectives for future work.

Related work

Social networks and sites for the healthcare sector

Nowadays, there are several social networks and sites dedicated to the health sector. Figure 1 [2] is a social
networking site where users can share their knowledge; for example, users can post an X-ray image and other
users can comment on this image. Open-iBiomedical [3] Image is a site containing thousands of medical images
with all the information about the disease and the patient’s age, condition, diagnosis, and treatment. It is one
of the most important sites used to manipulate text and images.

Figure 1: Unified modeling language class diagram of the proposed system.

MedPix [4] is a free online database with open access to medical images, clinical subjects, image merging,
and textual metadata including over 12,000 patients case scenarios, 9000 themes, and approximately 59,000
images. Its primary target audience includes doctors, nurses, medical students, and nursing students.

Social network data for healthcare prediction

Several studies have examined data collected from social networks disease prediction, atherosclerotic heart
disease [5], public health [6], or the infectious disease spread [7]. These researches collect data from social
networks to build a model that can predict diseases.

Data mining for healthcare

Some research surveys have addressed the challenges of data mining in healthcare [8], [9], [10], [11], while
others have focused on disease prediction [12], [13], [14]. In addition, several studies have proposed models and
frameworks for healthcare system, such as the decision tree [15], [16], [17], [18], the Support Vector Machine
[19], [20], [21], [22], Neuronal networks [23], [24], [25], the Bayesian method [16], [26], Regression [27], [28],
Clustering [29], [30], [31], [32], [33], [34], or the Apriori algorithm [35], [36].

Moreover, several authors have highlighted the benefits of data mining in the health sector. These include
the availability of medical solutions for patients at lower cost; the detection and prediction of the cause of
diseases and the identification of medical treatment methods; and effective decision-making support for health
researchers [8].
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Big data for healthcare

The characteristics of big data are known as 5V namely volume, variety, velocity, veracity, and value. Thus, a
model based on big data is an ideal model for the healthcare system. As a result, several studies have discussed
the volume of data in the healthcare system such as personal information, radiology images, 3D imaging, ge-
nomics, signal processing, and biometric sensor reading [37], [38]. There are a variety of data types: structured,
semi-structured, and unstructured. Velocity refers to the speed at which data are generated, for example, X-ray
data. Veracity in healthcare system means that the big data system provides certificate information on diagnos-
tics/treatment. Value refers to the quality of the information.

Deep learning in healthcare

Traditional data mining methods tend to favor simple and structured data, which may not be able to effectively
use the rich information in healthcare data. The latest paradigm in deep learning technologies allows informa-
tion to be extracted from complex and heterogeneous sources in an efficient way. Several researches in deep
learning for healthcare have proposed a model for learning healthcare data cancer diagnostics [39], drug design
[40], disease prediction [41], human behavior monitoring [41], and lifestyle-related diseases [42].

Proposition

Architecture of the proposed system

Figure 1 presents the architecture of the proposed system. It is composed of three layers: big data layer, deep
learning layer, and social network layer.

• Big data layer: this layer is responsible for storing and managing health data. It provides users with a flexible
framework for data that is characterized by volume, variety, velocity, veracity, and value.

• Deep learning layer: this layer offers users multiple deep learning algorithms. It analyzes the data stored in
the big data layer to provide deep results to system users.

• Social network layer: it is responsible for social networks as a source of healthcare information. There are
several social networks that can be classified into two categories according to healthcare information, general
social networks: containing general information including healthcare, for example, Facebook, Twitter, etc.;
and healthcare social networks: that only include healthcare information, for example, Figure 1 [2].

Figure 2 presents the components of the proposed architecture. It is composed of:

• HDFS File: Hadoop Distributed File System, which is a distributed file system used to store very large dataset
running on clusters reliably. HDFS provides fast and automatic failure detection/recovery, supports con-
tinuous access to datasets, facilitates the processing of large datasets and data portability from the hetero-
geneous platform.

• Data i: 1.n: It represents data stored in big datasystem, data of healthcare from hospital clinical data, etc.

• Deep learning algorithms i: 1.n: Refer to the worker run on data, which are deep learning algorithm tasks,
the model i:1.n: the trained model built with deep learning algorithm.

• Social networks: Social media users connect with the model to predict its data, for example, a classification
of an X-ray image.
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Figure 2: Big data, deep learning, and social network layers of the proposed system.

Use case (X-ray image prediction)

This section presents the case study of an X-ray image, its dataset and several deep learning algorithms based
on Convolution Neuronal Network (CNN) to predict an X-ray image. The CNN algorithm is one of the most
important algorithms in image classification, therefore it is applied to classify diseases using X-ray images.
There are multiple and large image sources, therefore the big data tools are proposed to store and manage
them.

Researchers have identified many problems in the diagnosis of X-ray images, either because of the diversity
of diagnoses or the difficulty of the diagnosis itself. As a result, deep learning can help to address these chal-
lenges as traditional algorithms are no longer sufficient to solve them. It is also a valuable complement in the
medical field and helps doctors and their patients as well.

In addition, deep learning can help users solve the confusion of the wrong diagnosis exists in X-ray images.
The purpose of studying X-ray images is to analyze the huge dataset in healthcare system. For example, the
NIH Institute published thousands of images in October 2017.

Moreover, the numerous chest diseases and the great convergence between them makes it difficult for a
noncompetent person to distinguish them. Thus, this study uses X-ray images from Chest X-ray14, Shenzhen
Hospital, and the Montgomery County X-ray dataset.

Dataset description

The National Institutes of Health (NIH, which can be translated by U.S. Institutes of Health) are government
institutions in the United States that are involved in medical and biomedical research. They depend on the
Department of Health and Social Services of the United States [43].

On October 2017, the National Institute of Health opened the following sources of chest X-ray images named
Chest X-ray14. The photos were released to allow doctors to make better diagnostic decisions for patients with
lung disease 112.120 chest X-ray PNG images in 1024 × 1024 resolutions [43]. Chest X-ray14 includes 14 diseases:
atelectasis, cardiomegaly, effusion, infiltration, mass, nodule, pneumonia, pneumothorax, pleural thickening,
consolidation, emphysema, hernia, fibrosis, and edema.

Shenzhen Hospital dataset: X-ray images in this data collection have been collected by Shenzhen Hospital,
in Guangdong Province from PR China. X-ray images have been obtained as part of routine care at Shenzhen
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Hospital. The collection contains JPEG images. There are 340 normal X-ray images and 275 abnormal X-ray
images [44]. Shenzhen data is divided into two classes: normal and abnormal.

Montgomery County X-ray Set: X-ray images in this data collection have been collected by Shenzhen Hospi-
tal, in Guangdong Province from PR China. X-ray images have been obtained as part of routine care at Shenzhen
Hospital. The collection contains JPEG images. There are 340 normal X-ray images and 275 abnormal X-ray im-
ages [44]. Montgomery data is also divided into two classes: normal and abnormal.

Big data layer

In the big data layer, images are stored in the HDFS nodes. The deep learning trains on data to create a model.
Figure 3 shows the components of big data layer.

Figure 3: Image data based on Hadoop Distributed File System.

Deep learning layer

Recently, CNN models have been very successful in recognizing and classifying images in large datasets due
to their ability to use highly scalable training algorithms. These algorithms are used to provide deep learning
for images in social networks. Therefore, deep learning can be used to analyze MRI and X-ray images, to help
diagnose and make a prognosis.

A CNN is a feed-forward network and is composed of three layers: convolution layer, pooling layer, and
fully connection layer. The convolution layer extracts the feature representations from their input images. The
neurons in this layer are adapted into feature maps. Each neuron has a receptive field, connected to a neigh-
borhood of neurons in the previous layer via a set of trainable weights.

The role of the pooling layer is to reduce the spatial resolution of the feature maps, therefore achieve spatial
invariance to input distortions and translations [45]. Each neuron in the previous layer is connected with the
next neuron in the next layer. Finally, the objective of the fully connected layer is to classify the input image
based on the training dataset.

Table 1 summarizes three proposed CNN models for classification problems.

Table 1: Convolution Neuronal Network (CNN) models.

Models Classification

CNN1 Chest X-ray images/not chest X-ray images/other X-ray images
CNN2 Normal/Abnormal
CNN3 Disease classification

CNN1

This model is the simplest classification model. The difference between the images is easy to identify. The input
is an image and the output is a class of the image, whether it is a chest X-ray image, not chest X-ray image,or
other X-ray image. Six layers of neural network are proposed: 2 convolution layers, 2 max pooling layers, and
2 fully connected layers with 32 filter matrices. The ReLu activation function is used at the end of neural with
learning rate of 10e-4. Figure 4 presents CNN1 architecture model.
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Figure 4: Convolution Neuronal Network (CNN1) architecture model.

CNN2

For this model, the input is an X-ray image and the output is the health status of the image: normal or abnormal.
This CNN model consists of a larger number of layers than the previous algorithm: 3 convolution layers, 3
average pooling layers, and 3 fully connected layers with an increase in the number of filters (up to 128 filters).

The model was tested a first time at a 10e-4 learning rate and a second time at 10e-5 learning rate. Figure 5
presents the CNN2 architecture model.

Figure 5: CNN2 architecture model.

CNN3

This is the most difficult model and it requires a larger number of layers and filters and reduces the learning
rate with increasing the number of epochs. The input is an X-ray image of a patient’s condition (abnormal) and
the output is the name of the disease. It has 9 layers and 128 filters, for a learning rate of 10e-5, using the ReLu
function. Figure 6 presents the CNN3 architecture model.
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Figure 6: CNN3 architecture model.

Social media layer

Twitter is one of the most popular social network sites. For this study, the system downloaded images published
in the tweets posts. Then, the model was tested to replay Twitter comment for image classification. Figure 7
shows social media layer predict process.

Figure 7: Social media layer predict process.

Validation

The proposed model was validated with Python Hadoop and TensorFlow. Python has access to high-quality
libraries; therefore, it is the most used in the field of artificial intelligence and machine learning. TensorFlow,
Tweepy, and Pyspark are all supported by Python. Its interpreters are available for more operating systems.

The most well-known libraries in the field of artificial intelligence are built-in Python, such as TensorFlow,
Scikit-learn, and Keras. TensorFlow was created to use Python language, although there are other programming
languages used in these libraries, but not as effective as Python [46].

Hadoop is an open-source software platform written in Java to store and manipulate massive data in a
distributed format such as storing huge data on multiple devices and then distributing the processing process
to these devices to speed up the processing result [47].

TensorFlow, developed by Google and released in 2015, is an open-source machine learning framework for
high-performance numerical computation. Many companies currently use TensorFlow such as IBM, Twitter,
Intel, Nvidia [48].

In this study, TensorFlow was used for three CNN algorithms to determine the type of image (chest X-ray,
not chest X-ray, other X-ray); to determine if someone is infected or not (normal or abnormal); and to identify
the type of disease.

First, CNN1 was trained to determine the type of image (chest X-ray, not chest X-ray, other X-ray). Then,
CNN2 was trained with chest X-ray photos of the datasets to determine if the person is infected or not (normal or
abnormal). Finally, CNN3 was trained based on the NIH Institute dataset that contains approximately 112,000 X-
ray images divided into 14 classes. Thus, TensorFlow was used to identify the type of disease. Figure 8 presents
the image prediction process.
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Figure 8: Image prediction process with the proposed system.

In addition, the proposed system shows how to obtain images from Twitter via Twitter API developed by
the same company that provides full access to tweets and images. Once someone publishes a chest X-ray image,
it is recorded, its infection rate is obtained, the type of disease is determined, and the tweet is then answered
with a comment. The images are stored in several nodes designed by Hadoop, each one contains a wide range
of images, and the proposed system will access to these images and train them to obtain the model.

Table 2 summarizes the parameters used for each CNN model. Figure 9 draws the tensor board of neuronal
network for CNN1 and Figure 10 for CNN2.

Table 2: Parameters of CNN 1, 2, and 3.

CNN CNN1 CNN2 CNN3

Batch size 16 16 16
Image size 256 300 300
Number of files in training-set 2500 2500 112,000
Number of layers 6 9 9
Number of files in validation-set 600 500 12,000
Number of epoch 30 20 20
Learning rate 10e-4 10e-4 10e-5
Activation function ReLu ReLu ReLu
Accuracy validation 95% 65% 70%

Figure 9: TensorBoard training accuracy of CNN1classification.
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Figure 10: TensorBoard training accuracy of CNN2 classification.

Figure 11 shows three different images that were used to test the result of CNN1. In the first image, the
accuracy value of the chest X-ray image is 99.519%, for the second image (not chest X-ray) is 99.97%, and for the
third image (other X-ray) is 99.03%.

Figure 11: Image testing for CNN1 classification based on three different images.

Figure 12 shows the classification of CNN2 for the test of image return 67% for normal class.

Figure 12: Image testing for CNN2 classification.

The input in Figure 13 is an abnormal X-ray image and the result is pneumonia with 62%.

Figure 13: Use of CNN3 model for the prediction of pneumonia disease.
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Table 3 provides the accuracy rate of the CNN3 model for each disease.

Table 3: Accuracy rate of each disease with CNN3 model.

Abnormality Accuracy

Atelectasis 0.758
Cardiomegaly 0.786
Effusion 0.65
Infiltration 0.8
Mass 0.7
Nodule 0.756
Pneumonia 0.62
Pneumothorax 0.795
Pleural thickening 0.75
Consolidation 0.645
Empyshema 0.72
Hernia 0.62
Fibrosis 0.64
Edema 0.69

Twitter user’s X-ray image prediction

A Twitter user posts an X-ray image and the proposed model can classify it in the user comments. Figure 14
shows the proposed model comment for abnormal (76%) and normal (24%).

Figure 14: Comments based on the CNN2 model image classification.

Results and discussion

The proposed model was compared with the model proposed by Wang et al. [43], AlexNet, GoogLeNet,
VGGNet-16, and ResNet-50. Table 4 summarizes the results obtained for eight abnormalities.

Table 4: Comparison between the proposed model and Wang et al. [43], AlexNet, GoogLeNet, VGGNet-16, and ResNet-
50.

Abnormality Wang et al. AlexNet GoogLeNet VGGNet-16 ResNet-50 The proposed
model

Atelectasis 0.707 0.6458 0.6307 0.6281 0.7069 0.758
cardiomegaly 0.8141 0.6925 0.7056 0.7084 0.8141 0.786
Effusion 0.7362 0.6642 0.6876 0.6502 0.7362 0.65
Infiltration 0.6128 0.6041 0.6088 0.5896 0.6128 0.8
Mass 0.5609 0.5644 0.5363 0.5103 0.5609 0.7
Nodule 0.7164 0.6487 0.5579 0.6556 0.7164 0.756
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Pneumonia 0.6333 0.5493 0.599 0.51 0.6333 0.62
Pneumothorax 0.7891 0.7425 0.7824 0.7516 0.7891 0.795
Average of
precision

0.6078 0.5582 0.5597 0.5469 0.6078 0.6383

The average precision of eight anomalies shows the outperformance of the proposed model with a rate of
0.6383 compared to the other models (Wang et al. [43], AlexNet, GoogLeNet, VGGNet-16, and ResNet-50). In
addition, the integration between deep learning, big data, and the social networks in the healthcare system was
a challenge in this work because a new approach to using machine learning prediction was introduced.

To date, researchers have only focused on deep learning models, their features, targets, and precision. In
this study, the deep learning model was integrated for the prediction of social network data. This integration
can facilitate the use of the deep learning model for users of the social networking system.

The benefits of integrating deep learning into the healthcare system diagnosis are the prediction of diag-
nostics and diseases, as well as the shared deep learning knowledge (model) between users of social networks
(patients, doctors, nurses). The deep learning model in this architecture can interact with social networks by
providing comments on users’ posts regarding the predicted diseases, which was a challenging paradigm in
this proposal.

Moreover, a big data system for data storage and processing was proposed. The big data system stores
healthcare data characterized by volume, variety, and velocity. Several deep learning models train its data in a
central system. The proposed deep learning model trains three sets of data from distributed nodes. Thus, the
distributed training approach is the most effective in practice.

Conclusion and future work

This paper presented a deep learning model based on big data for the healthcare system to predict social net-
work data. The proposed architecture integrates three layers: deep learning, big data, and social networks.

Big data layer covers all issues related to large data, while deep learning layer is responsible for all deep
learning algorithms. The social networks layer is used for social network users. This work also describes how
to use a deep learning algorithm for a large volume of social network data.

Three CNN algorithms were introduced to validate the functionality of the proposed architecture. The
CNN1 model was used to predict the type of image, while the CNN2 model was applied to determine whether
the chest X-ray image was normal or abnormal. Finally, the CNN3 model was used to predict the type of dis-
eases.

Users of social networks can interact with the proposed system to identify the classification of X-ray images.
For future work, other issues related to the healthcare system will be examined to illustrate the benefits of the
proposed architecture.
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